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Abstract- The objective of image super-resolution (SR) is to 
enhance the resolution of a given low-resolution (LR) image, 
which has always been a continuous ongoing process in image 
technology, through up-sampling, de-blurring, de-noising, etc. 
In order to restore an image into a high-resolution (HR) 
image correctly, it is necessary to infer high frequency 
components of a low-resolution image. In some applications 
like, video surveillance, forensic investigation, face 
recognition, medical diagnosis, satellite images and pattern 
recognition, it becomes essential to extract the useful 
information from the images. During this process, enlarging 
the image beyond a certain limit results in a blurred image 
with no peculiar information. Hardware limitations of sensors 
is one of the main cause behind this problem. Also, the main 
idea behind achieving the high-resolution images is not to 
tamper the observable quality of the image. Many super 
resolution techniques have been proposed to overcome the 
hardware limitations in order to achieve the best results. 
There are lots of techniques exist to increase the resolution of 
the input images. This paper provides comparative studies 
among them.   
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I. INTRODUCTION 

 
The main objective of super-resolution is to estimate 

the high-resolution visual output of a corresponding low-
resolution visual input, which can either be a low-resolution 
image (single-image) or a set of images (multi-image), for 
example, corresponding to frames in a video sequence. The 
goals range from providing better content visualization for 
traditional image processing application to achieving better 
visual recognition, including computer vision tasks. Image 
super-resolution is important in many applications of 
multimedia, such as playing a video on a higher-resolution 
screen. Due to some technical limitations in imaging devices 
and systems, like, the presence of optical distortions and lens 
blur, insufficient sensor sampling density and aliasing, motion 
blur due to low shutter speed, the presence of noise due to 
sensor limitations and lossy coding, super-resolution technique 
is actually needed. The high-resolution visual output can be 

obtained either by providing devices with excellent spatial 
resolution, at the cost of a very high market price of the 
imaging device or with the use of software-related tools. The 
former is achieved by some hardware-related tools which 
includes – reducing the pixel size (which unfortunately leads 
to an increasing appearance of shot noise as the amount of 
light captured by the device decreases), increasing the chip 
size to accommodate a larger number of pixel sensors (which 
unfortunately results in an increased capacitance), reducing 
the shutter speed (which leads to an increasing noise level), 
adoption of high-precision optics and sensors (which 
invariably results in an increase in the price of the device). 
The advantage of post-processing the captured visual data is 
that it allows us to balance computational and hardware costs. 
Thus, on one hand we may have a lower market price and, on 
the other we can work with contemporary imaging devices and 
systems. [4, 1, 2] 
 

Fig. 1 shows an example of a single-image super-
resolution, where enlarging a low-resolution image does not 
affect the image quality, i.e., no loss of information. 
 

The single-image SR problem arises in a number of 
real-world applications [25], one of the applications is found 
in web pages with images. To shorten the response time of 
browsing such web pages, images are often shown in LR 
forms (thumbnail images). An enlarged, HR image is only 
shown if the user clicks on the corresponding thumbnail. This 
approach requires the HR image to be stored on the web server 
and downloaded to the user’s machine on demand, thus 
requiring much storage space. To save the storage space and 
communication bandwidth, it would be desirable if the LR 
image is downloaded and then enlarged on the user’s machine 
through a SR technique, or by embedding a SR technique 
within the web application , which will take the LR image as 
input, on clicking the thumbnail, and will produce the 
corresponding enlarged HR image as output, thus there is no 
need of storing the HR image on the web server. 
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Figure 1. An example of a single-image super-resolution 

 
The main features of a super-resolution technique are 

image interpolation and image restoration. Image interpolation 
changes the dimension of an image and image restoration 
recovers a degraded image. In other words, image restoration 
tries to fix the image to get back to the real, true image, even if 
that image doesn't look good (unlike image enhancement 
which makes a picture look better, without regard to how it 
really truly should look). It might even be worse than what 
you started with but it is the actual true starting values before 
it got degraded. But it might look clearer and sharper. Thus, 
image super-resolution is a technique that restores the 
degraded image and also increases the size of the image. [1, 2, 
65] 

 
Increasing image resolution is found to be important 

in various image processing applications (microscopic image 
analysis [61, 64], documented text image [62], surveillance 
[70], MRI image [66], and other [67]). 

 
As stated earlier, super-resolution methods are also 

used to recover a HR image from more than one LR input 
images (multiframe super-resolution). In multiframe super-
resolution, the information contained on multiple low-
resolution captures of the same scene is combined to estimate 
the high-resolution visual output. [4, 49] 

 
In this paper, we make a review on some well-known 

approaches (or techniques) leading to single-image super-
resolution. Section II reviews on the three major categories of 
single-image super-resolution approaches, section III makes a 
review on other single-image super-resolution approaches, 
section IV makes a comparative study among the single-image 
super-resolution techniques, and section V the conclusion.  

 
II. SINGLE-IMAGE SR APPROACHES 

 
The super-resolution of a given single low-resolution 

input image can be achieved through various techniques, 
which are better than the other in terms of their individual 

performances. In this section we will briefly summarize their 
principles. 

Based on the application point of view single-image 
super-resolution approaches can be classified into three major 
categories [3] – Interpolation-Based, Reconstruction-Based, 
and Example-Based. Fig. 2 depicts this classification. 
 

 
Figure 2. Approaches of single-image SR 

A. Interpolation-Based Super-Resolution 
 

The simplest way to provide super-resolution is to 
apply interpolation on the sampled visual data acquired from 
the sensor. It is one of the early super-resolution algorithms 
based on resampling (a mathematical technique used to create 
a new version of the image with a different width and/or 
height in pixels). This approach, for example, which is present 
in digital cameras via the digital zoom, ultimately relies on the 
operations based on linear filtering. [4] 
 

This technique has advantage of less computational 
complexity due to its simplicity and also real-time applications 
are possible. The low-frequency (LF) band of the high-
resolution image will be more or less accurately reconstructed. 
[4] 
 

However there are some limitations like, it is not 
possible to obtain the high-frequency information in the 
resized image due to low-pass behaviour of interpolation 
filters (bilinear, bicubic, Lanczos, illustrated in Fig. 3 and 
Table I), it is unable to find the missing spectral contents of 
the resampled image, and the results often appear over-smooth 
(softer) and have jagged (rough) artifacts along the edges, 
which can be overcome in example-based SR (discussed in the 
section C). [4, 50] 
 

As pointed out in [54], the interpolation-based 
methods [6-9] are fast but the results are lack of fine details. 
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Figure 3. Behaviour of different interpolation filters 

 
B. Reconstruction-Based Super-Resolution 
 

The reconstruction-based super-resolution 
approaches [3, 10-16, 17-20] apply various smoothness priors 
[21, 16, 3] and impose the constraint that when properly 
downsampled, the high-resolution image should reproduce the 
original low-resolution image. [54] 

 
The reconstruction-based super-resolution 

approaches are formulated under the framework of   
 
Table 1.Comparison of different interpolation filters (bilinear, bicubic, 

lanczos) 
Interpolation 

Filters 
Description Advantages Limitations 

Bilinear Computes new 
pixels using 
linear 
interpolation 
[65], operates 
on 2-by-2 cell 
of pixels 
surrounding 
each new pixel 
location 
(during up-
sampling) 

Smoother than 
nearest 
neighbour 
method [5, 68] 

Not sharp or 
smooth as 
bicubic 
interpolation 
(as shown in 
Fig. 3) 

Bicubic Computes new 
pixels using 
linear 
interpolation, 
operates on 4-
by-4 cell of 
pixels 
surrounding 
each new pixel 

Recommended 
resampling 
method as it 
represents a 
good balance 
between 
accuracy and 
speed 

No sharpening 
gives the 
smoothest 
result, 
excessive 
sharpening 
can produce 
halos and 
more jagged 

location 
(during up-
sampling), has 
an extra 
parameter for 
sharpening the 
image during 
resampling 

diagonals [5] 
(sharpening 
value of 
16.7% is 
usually a good 
compromise, 
as shown in 
Fig. 3 and [5]) 

Lanczos Computes new 
pixels using 
Lanczos-
windowed sinc 
function [65], 
operates on 4-
by-4, 6-by-6 or 
8-by-8 cell of 
pixels 
surrounding 
each new pixel 
location 
(during up-
sampling) 

The 6 x 6 and 8 
x 8 methods 
slightly produce 
more accurate 
results than 
bicubic 

The 4 x 4 
method is 
nearly 
identical to 
bicubic 
method with 
no sharpening 
(as shown in 
Fig. 3), the 6 x 
6 and 8 x 8 
methods take a 
little longer 
time to 
compute 

 
enforcing a reconstruction constraint and imposing a 

prior knowledge on high-resolution images. The 
reconstruction constraint requires that the high-resolution 
image via smoothing and down-sampling should be as close as 
possible to the low-resolution image. [50] 
In these methods, the imposed prior is not true for arbitrary 
images and many ringing artifacts may appear in the high-
resolution image, which is one of the limitations of the 
reconstruction-based super-resolution technique. [50] 
 
C. Example-Based Super-Resolution 
 

The second, and arguably one of the most successful, 
alternative is to estimate the high-resolution version of a low-
resolution single-image by exploiting examples. The 
algorithms of example-based super-resolution problems are 
based on machine learning models exploiting available 
examples. [4] 
 

For example, we are given a low-resolution single-
image of a landscape with the lower part of the image showing 
the sea and the upper part showing the blue sky with some 
clouds. If we are having a database of high-resolution sea and 
sky images, which we can, for example, downscale to the 
resolution of our visual input, look for the low-resolution 
examples that best resembles or matches the two parts of our 
given image and reconstruct the corresponding high-resolution 
version of the given image with a montage (technique of 
selecting, editing and piecing together separate sections of 
film to form a continuous whole) of the sea and sky high-
resolution parts. [4] 
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Fig. 4 illustrates the above example 
diagrammatically. 
 

The example-based super-resolution technique can be 
broadly classified into two categories [4] – parametric and 
non-parametric methods. The non-parametric methods can be 
further classified into internal learning and external learning 
methods. Internal learning method can be classified into high-
frequency transfer and neighbor embedding approaches, 
whereas external learning method can be classified into sparse 
coding, anchored regression, regression trees and deep 
learning approaches. 
 

Fig. 5 depicts this hierarchical classification of 
example-based super-resolution approach. 
 

However there are some limitations like, due to 
insufficient training examples, high-frequency artifacts often 
appear in the result, rely on training set. [50, 32] 
 

 
Figure 4. General idea behind example-based super-resolution 
 

Example-based methods are also termed as learning-
based approaches, as super-resolution of an image is being 
carried out by learning examples. The category of learning- 
based approaches [22-33, 49] is also known as image 
hallucination techniques  [27]. 

 

Figure 5. Classification of Example-Based Super-Resolution 
 
Parametric vs. Non-Parametric Methods 
 

Parametric super-resolution methods model the 
super-resolution problem with mapping functions which are 
controlled by a relatively compact amount of parameters. 
These parameters are learned from the examples that do not 
necessarily come from the input image. Parametric models are 
comparatively more powerful than non-parametric models in 
terms of efficiency, as, less data are needed to estimate the 
models. [4] 
 

Non-parametric models differ from the parametric 
models in that the model structure is not specified a priori. It is 
directly determined from the available training data. The term 
non-parametric does not imply that they completely lack 
parameters, but rather that the number and nature of the 
parameters are flexible and can depend upon the training data. 
The non-parametric models have a very desirable property of 
making fewer assumptions. The particular feature of a non-
parametric model is that the input low-resolution image is 
decomposed into overlapping patches, and the reconstructed 
high-resolution image is obtained by combining the 
contributions of the computed overlapping output patches. [4] 
 
Internal vs. External Learning 
 

The main idea behind the methods under internal 
learning category is that the patch examples are obtained 
directly from the input image (i.e., examples are internal, 
extracted from the input image), exploiting the cross-scale 
self-similarity property [] of natural images. This learning 
method has advantages of implicit adaptivity to the image 
contents, robust to noise, and can able to obtain better upscale 
results (including sharper edges and better preservation of 
texture). However there are some limitations like, this method 
of learning requires iterative application for providing large 
up-scaling factors, the cross-scale self-similarity property of 
natural images degrades with large scale differences, and the 
computational cost is high. [4] 
 

In case of external learning methods the examples are 
external, that is, extracted from an external database. The most 
relevant research aspect to external learning methods is that of 
ensuring generalization with offline-trained models that 
provide efficient inference pipelines. [4] 
 
1. High-Frequency Transfer 
 

In the high-frequency transfer technique a coarse 
(rough) version of the high-resolution image is initially 
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obtained through the interpolation method. Since the obtained 
coarse version lacks high-frequency components, we can 
exploit cross-scale self-similarity by computing the coarse 
version of the input low-resolution image. The difference 
between the original input image and its coarse version is the 
high-frequency band that we need to transfer to the high-
resolution image. For each patch in the high-resolution coarse 
image, we find the closest patch in the low-resolution coarse 
image. Then the high-frequency band or missing detail, for 
this patch, can be assumed to be the patch at the same position 
in the low-resolution, high-frequency band. [4] 
Let, 

Xl = Hs * (Y ↑ s) 
 

where, Xl is the up-scaled version of the input low-
resolution image Y containing low-frequency band of the 
spectrum, Hs is the linear interpolation kernel and ↑s is the up-
scaling factor. 
 

The input image Y can be analysed into two separate 
bands by using the same linear interpolation kernel employed 
for up-scaling. Thus, 

Yl = Hs * Y and Yh = Y - Yl 
 

where, Yl is the low-frequency band and Yh is the 
high-frequency band of the input image Y. 
 

Thus, we are generating pairs of low-frequency 
references (in Yl) and their corresponding high-frequency 
examples (inYh). It should be noted that Yl has the same 
normalized bandwidth as Xl and, that the cross-scale self-
similarity property is also present between these two images. 
 

Let, xl,i be a patch within Xl. We look for the best 
matching patch (say yl,i) in Yl. The location of yl,i is also the 
location of the corresponding high-frequency example yh,j. 
The local estimate of the high-frequency band corresponding 
to a patch xl,i can be directly regressed as xh,i = yh,j. 
The resultant high-frequency band Xh may contain some low-
frequency spectral components. In order to improve the 
spectral compatibility between Xl and Xh, we can subtract the 
low-frequency spectral component from Xh before adding it to 
the low-frequency band to compose the reconstructed image, 

X = Xl + Xh − Hs ∗ Xh 
 

Thus we can say that, after analysing the input image 
into a coarse or low-frequency band and a corresponding fine 
detail or high-frequency counterpart, the high-frequency is 
transferred for each patch in the HR image to produce SR 
image. [4] 
 

The high-frequency transfer technique is an 
unsupervised learning [69] method. Fig. 6 shows the general 
idea behind high-frequency transfer method. 

 
Figure 6.  High-Frequency Transfer technique 

 
2. Neighbour Embedding 
 

The general idea behind the neighbour embedding 
framework is that each input data vector (i.e., a low-resolution 
patch) can be described as a linear combination of its nearest 
neighbors on the natural image manifold of low-resolution 
patches. [4] 
 

In the neighbour embedding single-image super-
resolution approach the low-resolution input image is 
downscaled. The large patches in the original input image and 
the small patches in the downscaled version of the input image 
are used to create databases of the related HR and LR patches 
respectively. Each small patch in the original image is 
described as a weighted combination of its nearest neighbors 
in the low-resolution database, and the large high-resolution 
patch is computed as the same weighted combination from the 
corresponding patches in the high-resolution database. [4] 
 

Let, Y be a low-resolution input image for which we 
want to estimate a high-resolution version X with an up-
scaling factor s.  
 

The input image is first downscaled by the same 
factor s to generate the corresponding downscaled version of 
the low-resolution input image (say Yd), 

Yd = (Y * Hd) ↓ s 
where, Hd is the downscaling filter. 
 

The input image is divided into a set of overlapping 
patches {yp}. For each patch yp, the set of nearest neighbors 
(NN) in Y' is {y’p,i} (i = 1, …, k), where Y' is the database 
created from the small patches in the downscaled version of 
the input image, Yd.  
Once the weights wp,i are defined following the equation, 

wp,i = yp . y’p,i / ∑k j = 1 yp . y’p,j 
the corresponding output patch xp can be reconstructed using 
the following equation, 

xp = ∑k i = 1 wp . x’p,i 
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where, {x’p,i} (i = 1, …, k) are the high-resolution 
counterparts to {y’p,i} in X' (X' is the database created from 
large patches in the original input image). [4, 25] 
Fig 7 shows the general idea behind the neighbor embedding 
approach, in a block diagram format, inherited from the 
example as pointed out in [4]. 
 

The neighbor embedding technique is also an 
unsupervised learning method. As pointed out in [4] the 
neighbor embedding framework can be used for both internal 
and external learning, and the external learning approach can 
perform better than the internal learning one. 

 
Figure 7. Neighbor Embedding approach 

 
3. Sparse Coding 
 

The sparse coding based single-image super-
resolution approach is one of the external learning methods. It 
is an improved version of neighbor embedding technique. This 
technique provides a compact or sparse dictionary that can be 
obtained by unsupervised learning on either the low resolution 
examples (using the K-SVD algorithm [34]) or on both the 
low and high resolution pairs. 
 

During the training stage, a large set of patches 
extracted from the natural image and its downscaled (low-
resolution) version are used to generate two coupled sparse 
dictionaries (high-resolution and low-resolution dictionaries 
respectively). [4] 
 

During the inference stage, decompose each LR 
image patch as a sparse linear combination of base patches or 
atoms from the over-complete LR dictionary. Over-complete 
dictionaries are dictionaries where the number of exemplars or 

manifold samples is much larger than the dimensionality of 
the underlying sampled manifold. Same coefficients are used 
with the atoms in the HR dictionary to generate the HR patch. 
[4] 
 

Let, Y be a low-resolution input image for which we 
want to estimate a high-resolution version X with an up-
scaling factor s.  
 

The input image is first downscaled by the same 
factor s to generate the corresponding downscaled version of 
the low-resolution input image (say Yd), 

Yd = (Y * Hd) ↓ s 
where, Hd is the downscaling filter. 
 

During the training stage [4, 33, 31] a large set of 
patches are being extracted from both the input image and its 
downscaled version. These extracted patches are being used to 
generate two coupled sparse dictionaries, one for high-
resolution Dh, and another one for low-resolution Dl. 
 

For each patch of the input LR image, a sparse 
decomposition is computed as a linear combination of a small 
number of entries in a low-resolution dictionary Dl. 
The high-resolution reconstruction is obtained by applying the 
same mixing coefficients onto the corresponding high-
resolution dictionary Dh, 

x =Dh .α 
 

where, x is the computed HR patch, Dh is the over-
complete dictionary containing HR patches that is being 
extracted from the input image, as previously mentioned, and 
α is the sparse representation of x with a small amount of non-
zero entries. In order to recover x, the sparse representation α 
is computed from the observable low-resolution patches y 
with respect to a dictionary containing the corresponding low-
resolution patches Dl and possibly using a feature 
transformation. [4, 33, 31, 2] 
 

Thus, the high-resolution image can be computed by 
combining the contributions of each patch. 
Fig. 8 illustrates the sparse coding SR approach. 
 

The sparse coding technique follows the principles of 
neighbor embedding approach with the additional constraint of 
a compact and optimized dictionary (obtained through training 
process , unlike neighbor embedding technique [4, 25]) that 
provides robust nearest-neighbor decomposition. Further 
specialization can be achieved by selecting the training images 
that are more representative of the input image and compute a 
compact dictionary. 
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However there is a limitation of high computational 
cost. 

 
Figure 8. Sparse Coding approach 

 
4. Anchored Regression 
 

The anchored regression based single-image super 
resolution technique is also one of the external learning 
methods. It overcomes the high computational cost of the 
neighbour embedding and sparse coding techniques. 
 

In the anchored regression approach, an external 
database composed of a low-resolution dictionary and a set of 
linear regression matrices to map the low-resolution examples 
to their high-resolution counterparts. During the inference 
stage, the input image is divided into patches; each patch is 
matched to the nearest atom (say α) in the low-resolution 
dictionary (Dl) and the corresponding regression matrix (say 
Rα) is used to generate the high-resolution patch. Each linear 
regression matrix is anchored to each patch or atom in the 
sparse optimized dictionary, and is built by using the high and 
low resolution parts of the most similar atoms within the 
dictionary. [4, 37] 
 

Fig. 9 depicts the basic idea behind the anchored 
regression approach. 
 

One of the main advantages of anchored regression 
over sparse coding approach is that the running time is greatly 
reduced by removing the sparsity constraint from the inference 
stage in sparse coding technique [37, 4]. 
Further improvement of the approach can be achieved by 
using all the training examples for computing the regression 
matrices, and also by using efficient anchor search schemes, as 
pointed out in [4]. 

 
Figure 9. Anchored Regression approach 

 
5. Regression Trees 
 

The most affecting practical bottleneck of anchored 
regression approach is the exhaustive search stage. One of the 
possible solutions to this problem is the regression trees and 
forests based single-image super-resolution technique. 
 

In this approach the input image is divided into 
patches. Each patch traverses the tree from root (top) node to 
the most suitable leaf node, and the corresponding regression 
model is used to generate the high-resolution patch. [4] 
 

Fig. 10 illustrates the general idea behind the 
regression trees and forests based single-image super-
resolution approach. 
As pointed out in [4], this technique performs an unsupervised 
hierarchical clustering to learn the patch subspace. This 
strategy allows determining the clusters of similar patches 
without the need for an additional dictionary learning method, 
and also provides an intrinsic logarithmic-time search during 
the inference stage. 
 

However there is a limitation of high memory 
requirements for storing the regression parameters. 

 
Figure 10. Regression Trees and Forests based SR approach 

 
6. Deep Learning 
 

Deep learning is one of the current alternatives with 
supervised learning approach, for single-image super-
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resolution, based on deep convolution neural networks (CNN). 
The main idea behind this technique is to use the power of 
back-propagation algorithm [69] in order to learn the 
hierarchical representations that allow for minimizing the error 
at the end of the network. 
 

The adoption of convolution neural networks is 
pervasive, i.e., spreading widely in image processing, such as 
image classification [40, 41] and computer vision applications, 
such as object detection [43, 46, 47], face recognition [45], 
and pedestrian detection [44]. The main idea behind the 
convolution neural networks is to reduce the number of 
parameters by exploiting the properties of locality and 
stationarity [4] present in natural images. Another advantage 
of CNN is that they accept inputs of different sizes  (unlike 
fully connected networks, where the number of inputs and 
outputs are fixed by the network architecture). Several factors 
are of central importance in this progress, viz. efficient 
training implementation on modern and powerful GPUs [41], 
proposal of the Rectified Linear Unit (ReLU) [42, 4] which 
makes convergence much faster while still presents good 
quality [41], thus improves learning, and easy access to large 
quantity of data [39] for training larger models. 
 

CNN directly learns an end-to-end mapping between 
the low and high-resolution images, with little pre or post-
processing beyond the optimization. 
Let, Y be a single low-resolution input image which is first 
upscaled to the desired size (say, s) Yu using bicubic 
interpolation Hs, which is the only pre-processing being 
performed, 

Yu = Hs * (Y ↑ s) 
 

The patches from the interpolated image Yu are 
extracted (each extracted patch is represented as a high-
dimensional vectors. These vectors comprise a set of feature 
maps) (patch feature extraction). Each high-dimensional 
vector is non-linearly mapped to another high-dimensional 
vector (each mapped vector represents a high-resolution patch. 
These vectors comprise another set of feature maps) (non-
linear mapping). The final high-resolution image X is obtained 
by overlapping the high-resolution patches (reconstruction). 
[4, 38] 
 

Fig. 11 depicts the general idea behind deep learning 
based super-resolution approach using convolution neural 
network (2-layer network with a 4-neuron hidden layer with 
ReLU non-linear activations, a 1-neuron output layer without 
non-linear activation, and 5x5 spatial interactions (an 
additional bias parameter for each neuron is implicitly 
assumed)). 
 

As pointed out in [4, 38], the traditional sparse 
coding based super-resolution approach can also be viewed as 
a deep convolutional neural network. 
 

An interesting fact about deep learning is that the 
design is being inspired by biological systems . [4, 69] 
As pointed out in [4], the main advantage of deep learning in 
comparison with the other discussed frameworks is the power 
to determine the hierarchical descriptions of the visual data 
that are directly learned from the data. 
 

One of the major shortcomings in deep learning 
approach is that the fine tuning of all the parameters in the 
network takes a considerably large amount of time than the 
classical machine learning. [4] 
 

The deep learning framework is able to solve the 
general learning problems, which strongly contrasts with the 
former machine learning models that are task-specific and 
present a loose tie with biological systems. [4] 
 

By exploiting the concept of deep learning neural 
network (ANN) based super-resolution [48] can be achieved. 

 
Figure 11.  Deep Learning based SR approach 

 
III. OTHER SINGLE-IMAGE SR APPROACHES 

 
Beside the above mentioned approaches researchers 

have proposed many other single-image super-resolution 
techniques which can able to overcome the limitations faced in 
the previous approaches. Here we are reviewing some of them 
in brief. 

 
A. Edge-Preserving Super-Resolution 

 
Due to some limitations found in the previous super-

resolution approaches [4], researchers have proposed this 
edge-preserving or edge-based super-resolution technique to 
overcome those limitations. 

 
In this approach an up-sampling method is used to 

obtain the initial high-resolution image. This up-sampling 
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method is performed by combining the soft-edge  and hard-
edge  constraints. The soft-edge constraint is enforced via 
bilateral filtering [51]. The intuition of bilateral filtering is to 
smooth the image using pixels which are close both in the 
spatial domain [63, 68] and the intensity domain [68], i.e., it 
smoothes the image while preserving edges. The hard-edge 
constraint is enforced via the mean shift image segmentation 
algorithm [52]. For enhancing the strong edges in the obtained 
initial up-sampling result the complex shock filter [53] is 
being used, and an intermediate high-resolution image is 
obtained. Since the obtained intermediate high-resolution 
image doesn’t satisfy the reconstruction constraint, the 
reconstruction error is minimized by back-projection [11], i.e., 
the final result is obtained by back-projection . [50] 

 
It has been seen that, in this technique, after obtaining 

the initial up-sampling result, using the up-sampling method, 
the complex shock filter is being used to enhance the strong 
edges in the high-resolution image instead of imposing prior 
knowledge on the high-resolution image, which is being used 
in most of the previous methods [15, 13, 16, 3], due to some 
disadvantages – the prior is not suitable for all images, as it 
may introduce many artifacts to the high-resolution image or 
the result appears over-smooth, and the process is 
computationally expensive. [50] 

 
As pointed out in [50], the technique has the 

following advantages – it works without any prior, thus can 
handle arbitrary images, and it can preserve edges excellently. 

 
B. Gaussian Process Regression based SR 

 
The Gaussian Process Regression (GPR) based 

single-image super-resolution approach produces a high-
resolution image from a single low-resolution image without 
any external training set. It is a two-stage approach, where the 
first stage recovers an HR image based on the structural 
information extracted from the LR image, and the second 
stage refines the obtained HR image by learning from the 
training set constructed by the LR image itself. [54] 

 
In the first stage, the researchers proposed a 

framework to learn the reverse mapping from a low-resolution 
image to the corresponding high-resolution image pixelwise, 
depending on the local structures defined by each pixel’s 
neighborhood. Pixels in the high-resolution image are first 
estimated by their nearest neighbors in an initial upsampled 
image via Gaussian Process Regression . The result obtained 
from the first stage is deblurred by learning from the LR/HR 
patches obtained from its downsampled version and the LR 
input in the second stage, and the corresponding HR image is 
constructed. [54] 

Fig. 12 depicts the block diagram of the GPR 
framework. 

 
As pointed out in [54], GPR based SR can extract 

adequate information contained in a single low-resolution 
image to produce a high-resolution image with sharp edges, 
compared to other edge-directed and example-based [4, 22-33, 
49] single-image super-resolution approaches. 

 
The GPR technique can also be used in other SR 

algorithms [56]. 

 
Figure 12. Block diagram of GPR framework 

 
C. SR using Iterative Wiener Filter 

 
Besides the above two approaches, researchers have 

also proposed an SR reconstruction framework which is based 
on classic Wiener filter approach [58, 65] in an iterative 
manner for reconstruction and feedback to correct the 
reconstruction errors. [56, 57] 

 
The iterative Wiener filter can simultaneously 

perform interpolation and restoration by using the non-local 
means  to directly model the correlation between the desired 
high-resolution image and the observed low-resolution image 
with successful results. The decay speed of the correlation 
function is controlled within the iteration loops of the Wiener 
filter. [57] 

 
During the iterations, the image is decomposed into 

patches with similar intensities, at initial iterations, by putting 
the correlation function to decay quickly. As the Wiener filter 
iterates, the patches will be connected naturally by lowering 
the decay speed of the correlation function. As a result, the 
natural image structures will be produced. [57] 

 
As pointed out in [57], the proposed algorithm uses a 

mechanism to iteratively reconstruct the natural image 
structures by updating the varying correlations as compared to 
the other available correlation-based algorithms [60, 54]. 

 
IV. DISCUSSION 
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Table II shows the comparative study among the 
single-image super-resolution techniques (based on their 
PSNR (Peak Signal-to-Noise Ratio), values for the images 
from the set5 dataset at magnification factor 3). [4] 

 
PSNR, is the ratio between the maximum possible 

power of a signal and the power of corrupting noise that 
affects the fidelity (degree of exactness) of its representation, 
i.e., how the original image is affected by added noise. It 
measures the quality of an image after the reconstruction. 
High PSNR value indicates a good quality image whereas a 
low PSNR value indicates a bad quality image. [65] 

 
TABLE 2: Comparative study among the single-

image super-resolution techniques (bicubic (BC), neighbor 
embedding (NE), sparse coding (SC), anchored regression 

(AR), regression trees (RT), deep learning (DL)) 
 

BC NE SC AR RT 
DL 

(CNN) 
30.39 27.72 31.90 31.92 32.57 32.39 

 
V. CONCLUSION 

 
In this paper, we have reviewed some of the well-

known single-image super-resolution techniques along with 
their working principles, advantages and limitations. 

 
The goal of single-image super-resolution is to obtain 

a high-resolution image from a single low-resolution image. 
The single-image super-resolution approaches can be broadly 
classified into three classes - Interpolation-Based, 
Reconstruction-Based, and Example-Based or Learning-Based 
methods. The interpolation-based methods use different 
interpolation techniques (bilinear, bicubic, Lanczos), and are 
fast but the results are lack of fine details. The reconstruction-
based methods apply various smoothness priors and impose 
the constraint that when properly downsampled, the high-
resolution image should reproduce the original low-resolution 
image. In the example-based methods estimation of the high-
resolution version of a low-resolution single-image is done by 
exploiting examples. High-frequency transfer, neighbor 
embedding, sparse coding, anchored regression, regression 
trees and deep learning are some of the example-based super-
resolution approaches. 

 
Edge-preserving, Gaussian process regression, 

iterative Weiner filter are some of the single-image super-
resolution techniques proposed by the researchers other than 
the above mentioned approaches. 

 

Single-image super-resolution is one of the 
challenging problems in the field of image processing, and the 
researchers are still now working on it. 
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