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Abstract- Content-based Image retrieval (CBIR) way to 
search the contents of the picture instead of information and 
capture pictures from the database as per the user 
requirement. Content refers to as coloration, shapes, textures 
or some other statistics. The image retrieval (IR) is thrilling 
and quickest developing methodology in all fields. It is the 
effective and well-organized approach for retrieving the 
picture from massive scale database. CBIR is a technique to 
take input as question object and offers output from a picture 
database. To building up CBIR system, to enhance diverse 
techniques implicated in retrieval like characteristic 
extraction, IR and similarity matching techniques. In this 
paper, surveys has been carried out on some capabilities 
together with color, texture and form retrieval of picture from 
the database and also study to in comparison CBIR features 
like Color, texture and shape for efficient and accurate image 
retrieval. 
 
Keywords- CBIR, feature extraction, Color, Shape and 
Textures. 
 

I. INTRODUCTION 
 

Content Based Image Retrieval (CBIR): It is the 
method of retrieving pictures from the huge Image databases 
(ID) as consistent with the person call for. It is also called 
Query By Image Content (QBIC) and Content Visual 
Information Retrieval (CBVIR). In CBIR, content based 
means the searching of image is proceed on the actual content 
of picture rather than its metadata. The CBIR System is used 
to extract the features, indexing the one's functions the use of 
appropriate structures and effectively offer answers to the 
person’s question. To provide the high-quality solution to the 
user query, CBIR offers a few waft of labor. Firstly CBIR 
machine takes the RGB picture as an input, performs feature 
extraction (FE), performs a few similarity computations with 
the pictures stored within There are some primary CBIR 
basics and are divided into three parts such as function 
extraction, multidimensional indexing, and Retrieval machine 
structure. 
 
Feature Extraction:  

 

Features are divided into classes respectively text-
based and visual based. Textual features are key phrases, tags, 
annotations and so on. Visual capabilities are shade, space and 
texture and so forth. Visual functions are the critical 
capabilities of an image for pattern reputation. 

 

 
Figure 1. Block Diagram of CBIR 

  
II. TYPES OF CBIR BASED IMAGE RETRIEVAL 

 
a) Region-based:  

 
The Netra and Blob international are two in advance 

regions based totally IR systems. During retrieval, a consumer 
is provided with segmented areas of the question Image (QI) 
and is needed to assign numerous homes, which include the 
areas to be matched, the functions of the regions, or even the 
weights of various functions. 

 
b) Object-based:  
 

Object-based image retrieval structures retrieve 
pictures from a database based on the appearance of bodily 
gadgets in the one's pictures. These objects can be elephants, 
forestall symptoms, helicopters, homes, faces, or some other 
item that the consumer wants to find. One commonplace 
manner to search for objects in photos is to first phase the 
picture within the database and then compares each segmented 
place against an area in a little QI obtainable with the aid of 
the user. Such IR structures are typically a hit for objects that 
may be effortlessly separated from the heritage and which 
have extraordinary colorings or textures. 

 
c) Example-based :  
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Users give a sample image, or portion of an image, 
that the system uses as a base for the search. The procedure 
then reveals pictures which are much like the base picture. 

 
d) Feedback-based:  

 
System suggests user a pattern of pictures and asks 

for rating from the person. Using these ratings, system re-
queries and repeats until the right image is found [2] 
 
Applications of CBIR  
 

There are various possible applications for CBIR 
technology has been identified. Some of these are mentioned 
below: [3].  

 
 Investigations: face recognition systems, copyright on the 

Internet   
 Shapes identification: identification of defect and fault in 

industrial automation.   
 Medical diagnosis: Tumours detection, Improve MRI and 

CT scan Understand ability.   
 Journalism, advertising Media, Fashion and graphic 

design.   
 Remote sensing: Various information systems, weather 

forecast, satellite images.   
 Trademark databases, Art galleries, museums and 

archaeology.  
 Architectural and engineering designs.  
 Cartography: map making from photographs, synthesis of 

weather maps.   
 Digital Forensics: finger prints matching for crime 

detection.   
 Radar engineering: helps in detection and identification of 

targets. 
 

Objectives  
     

 The main aims of this research can be summarized 
as follows:  To develop an efficient CBIR approach through 
the integration of fuzzy 
 Fusion of color and shape features to produce superior 

performance on accuracy and speed over other 
conventional CBIR approaches.  To design a new 
optimized fuzzy color histogram-based technique for 

 Extracting representative color feature vectors (signature) 
in high performance searching. To harness the power of 
shape feature moments for retrieval robustness 

 In the presence of noise and variations.[4] 
 
PROBLEM STATEMENT  

This survey paper covers various research and journal 
papers related to CBIR system. Most of the papers faced same 
problem i.e. semantic space among QI and IR. The semantic 
space is the dearth of concurrence between the content that 
one could extract from the visible statistics and the knowledge 
that the same information have for a person in a given 
scenario. User seeks semantic similarity, but the database can 
best offer similarity through facts processing. Large amount of 
time is also required to search desired image among database 
images. It is also observed that images with different 
perceptions are also being found similar by some retrieval 
systems. 

 
III. FEATURE EXTRACTION TECHNIQUE 

 
     FE Techniques may consist of both text based 

features and visual features.- In the visual functions can be 
categorized as low degree and excessive degree functions. The 
assortment of the structures to characterize an image is one of 
the solutions of a CBIR system. Multiple methods have been 
presented for each one of these pictorial structures and each 
one of them describes the feature from a different view. The 
main low level features are three such as Color, Texture and 
Shape.  

 
1. Color  

 
     Color is the basic features for the content of 

images. By way of the color feature human can recognizes and 
differentiate between object and images. Colors feature used 
in IR for the reason that they are dominant descriptors and also 
provide dominant information about images. To extract the 
color features from the content of an image, we need to select 
a color space for extraction. Colors are defined in three 
dimensional color spaces as of RGB color space is the most 
prevalent. The foremost hassle of the RGB color area is that 
it's miles perceptually non-uniform and tool structured device. 
The HSV shade area is anative device, which defines a 
specific shade by means of its hue, saturation, and brightness 
values. If the segmentation provides objects which do not have 
homogeneous color, then at that time color is not a good 
choice. For the explanation of color feature many techniques 
can be used. They are Color Histogram (CH), Color Moment 
(CM), Color Correlogram (CC), Color Coherence Vector 
(CCV), Invariant Color Feature (ICF)and so on. 

 
a. Color Histogram  

 
The CH is easy to work out and effective in 

describing each the worldwide and nearby dissemination of 
colors. It’s also robust to translate and rotate the image and 
only change with the scale. A CH signifies the dissemination 
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of colors in an picture, each histogram bin relates within the 
color space. CHs are a fixed of bins wherein each field 
characterizes a specific shade of the coloration area is used. 
The number of bins be determined by the number of colors in 
the image. A color histogram for an image is defined as, 
H={H[1],H[2],H[3],H[4],…….H[i],……H[n]} Where 
idenotes the color container in the CH and H[i] denotes the 
sum of pixels of color, and n is the entire sum of containers 
used in the CH. If 2 picture have as it should be the same color 
fraction but then again the colors are scattered inversely, then 
we are able to’t retrieve that image efficaciously and this is the 
most important disadvantage of CH.  

 
b. Color Moment  

 
To overcome the quantization problem of CH, CMs 

are used as feature vectors for IR. The image is divided into 
three equal regions from each of the three regions we extract 
each color distribution. The capable and powerful representing 
shade distributions of pictures CMs can be used with three 
regions are as follows: i. Mean ii. SD and iii. Skew-ness 

 
c. Color Coherence Vector  

 
A CCV is a histogram which divides pixels allowing 

to their altitudinal coherence. According to the picture pixel, 
every one pixel within the picture is separated into kinds, i.e., 
coherent or incoherent. In the feature vector including some 
spatial information histograms can be manufactured for 
equally coherent and incoherent pixels. Due to spatial data, it's 
been exposed that CCV gives superior retrieval effects than 
the CH. 

 
d. Color Correlogram (CC) 

 
The CC changed into projected to explain no longer 

best for the coloration distributions of pixels, however on the 
other hand similarly the spatial correlation of two of a kind of 
colors. From the 3D histogram the first and any other are the 
colors of each pixel twosome and 0.33 is for spatial distance. 
If we consider all the probable groupings of color pairs the 
extent of the CC will be actual huge, for that reason a 
simplified form of the Feature Known as the color automobile 
correlogram is used. The coloration Auto-correlogram most 
effective captures same colors of the spatial correlation and 
consequently reduces the scale. As compared to the CH and 
CCV, the color auto-correlogram provides the greatest 
retrieval results, but there is effect of the high level of 
computational expensive owing to its high dimensionality. 

  
e. Invariant Color Feature (ICF) 

Color not simplest redirects the material of surface, 
however additionally differs significantly with the alternate of 
radiance, the route of the surface, and the observing geometry 
of the camera. But, invariance to those elements is not 
meditated in most of the color functions which can be 
familiarized above. In latest times ICF has been supplied to 
CBIR. Once applied to IR these ICF might produce 
Illumination, scene geometry and viewing geometry 
independent representation of image but also some loss in 
discrimination power in the middle of images. 

 
2. Texture  

 
Texture can be accountable for the measure of homes 

such as coarseness, regularity, and smoothness. The texture 
may be said as repeated patterns of pixels in excess of a spatial 
area. If the feel has visible with a few noises, the styles and 
their repetition may be random and unstructured. Many 
different methods are recommended for computing texture but 
in the middle of those methods, no one method works best 
with all types of texture. Some commonplace techniques are 
used for texture FE such as WT, Gabor WT, FT, Gabor Filter 
Feature, Wold Feature, Tamura Feature (TF) and many others 

 
a. Tamura Feature  

 
The TF, inclusive of coarseness, evaluation, 

directionality, line-likeness, regularity, and roughness, are 
taken into consideration in settlement with emotional studies 
on the human awareness of texture. Coarseness is an amount 
of the granularity of the texture. Using histogram-based 
coarseness illustration can impressively boom the retrieval 
overall performance. This variation creates the feature capable 
of distributing with an image which has multiple texture 
properties, and therefore is more useful to IR from huge scale 
database. The first 3 ingredients of TFs were utilized in a few 
early well-known IR systems, which include QBIC. 

 
b. Wold Feature  

 
It provides another method to describing textures in 

terms of perceptual properties. The 3 Wold additives 
harmonic, evanescent, and in deterministic, correspond to 
periodicity, directionality, and randomness of texture 
respectively. Periodic textures have a sturdy harmonic factor; 
hugely directional textures have a robust thing and less 
structured textures. In SD wold feature involves reducing a 
cost function, and resolving a set of linear equations and in the 
FD, Wold components can be acquired by global thresholding 
of Fourier of the picture.  

 
c. Wavelet Transform  
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The computations of the WTs encompass recursive 
filtering and sub-sampling. At each degree, the signal is 
decomposed into four frequencies. LL, LH, HL and 
HH,wherein ‘L’indicates low frequency and ‘H’indicates 
excessive frequency. For texture analysis wavelet transform 
has been divided into two major types pyramid-structured 
wavelet transform (PWT) and the tree-structured wavelet 
transform (TWT). A mostly important record seems in the 
center frequency channel of texture feature, to overcome this 
problem; the Tree Structure Transform decomposes different 
bands like LH, HL or HH when required.  

 
d. Fourier Transform (FT) 

 
It has been the best significant part of signal 

transform. It converts a signal from the time area into the 
occurrence field to measure the frequency components of the 
signal. In CBIR FT become used to mine texture capabilities 
from high-frequency ingredients of the picture. 
Inappropriately, FT unsuccessful to capture the information 
about objects locations in an image and could not provide 
local image features. The FT is an extensive Image processing 
(IP) tools that is used to wreck an picture into its sine and 
cosine mechanisms. 

 
e. Gabor Filter  

 
For the extraction of Texture Features mostly used 

statistical method is the Gabor filter. This is most functional 
method for the Texture. Through Gabor filter many methods 
planned to characterize textures of images. In most of the 
CBIR structures constructed in Gabor wavelet, the imply and 
standard deviation of the distribution of the WT coefficients 
are used to build the function vector. 

 
3. Shape  
 

Another important visual feature is Shape. Shape is 
the basic features used to describe image content. Shape’s 
representation and outline are a difficult mission due to the 
fact one measurement of item facts is lost while a 3-D item is 
proposed onto a 2-D picture. The purpose for selecting shape 
feature for concerning an object is because of its essential 
properties such as identifiability, invariance, and reliability, 
accordingly shape has verified to be a favorable feature based 
on which retrieval of image can be performed. There are some 
shapes Descriptor methods like Zernike Moments, Fourier 
Descriptor, Gradient Vector Flow, Geometric Moments etc. 

 
a. Fourier Descriptor  

 

Fourier descriptors define the shape of an object with 
the Fourier transform of its boundary. The co-efficient of FT 
are called Fourier descriptor. For applying FT standardized the 
boundary points of all the shape in database. Robustness is 
pleasant properties Fourier descriptor. It is capable to capture 
some perceptual structures of the shape and easy to originate. 
Through Fourier descriptors, coarse shape features or global 
shape features and the finer shape features are taken through 
minor direction constants and higher order coefficients 
correspondingly.  

 
b. Zernike Moments (ZMs) 
 

ZMs are as same as to the FT, to develop a signal into 
series of orthogonal basis. To recover the picture from 
moment based at the concept of orthogonal polynomials has 
proposed by way of Teague and also has delivered ZMs. 
Zernike polynomials are derived from the complicated ZMs. 
ZMs descriptors do not want to understand boundary statistics, 
growing it right for more complex form illustration. In of 
geometric moment’s higher order moments are difficult to 
construct, to overcome that problem ZM’s descriptors are 
created by arbitrary order.[5]. 
 

IV. LITERATURE SURVEY 
 

[6] This method is dissimilar from the present 
histogram depend methods. The projected algorithm produces 
feature vectors which unite edge and color features. The 
strength of the scheme is also checked against query image 
changes for instance geometric distortions and noise 
accumulation etc. Wang's picture database is used for 
experimental evaluation and outcomes are shown in conditions 
of precision and remember. 
     

[7] Instigated two approaches of CBIR by texture and 
color. In these approaches, color FE is completed by color 
moment. While texture FE is completed using Gabor texture 
features and wavelet texture features. Lastly we have retrieved 
highest images by Euclidean and chi-square distance and we 
have completed comparative study. 
 

[8] CH based on HSV and CMs are broadly utilized 
in IR. In this paper, we cognizance at the studies 
approximately the IR and advise a new color feature, referred 
to as Cascade CMs. By dividing the image into blocks, we add 
spatial information of the image into the color features. 
Cascade CMs feature is formed by cascading the CMs of each 
block. The experimental results display that Cascade CMs is 
better than HSV CH and CMs while taking the retrieval 
precision into attention. 
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[9]Color is a vital feature of color images. Various 
color models are there like, RGB, CMYK, CIE Lab, CIE 
XYZ, HSV, HSL, etc. Madhura C and Dheeraj D proposed 
that, converting RGB pictures into some different color space 
like Gray, Lab, YCbCr, CMY, HSV, HIS and then processing 
them offers excellent consequences. 
      

[10] CH is one of the earliest and great-
acknowledged picture functions used in CBIR. There is a 
wealth of medical paintings in this subject matter. However, 
one of kind papers varies in the unique approaches of 
determining histograms and distance between them. In this 
paper, authors try and classify numerous forms of histograms 
used in literature and evaluate those using contemporary 
datasets and metrics for evaluation. Histograms are in 
comparison based totally on their retrieval overall 
performance as well as resource utilization. 
 

[11] Proposed a CBIR included procedure for color 
and texture FE. They have used CM for color FE and local 
binary pattern (LBP) is used for extraction of texture features 
on the grayscale image. It is then combined for a feature 
vector formation. Then based on Euclidian distance similarity 
measure the database images are compared with the query 
images. This joined methodology provides precise and 
effective framework. In 2015,  
 

[12] Have been traversed different CBIR techniques. 
CBIR is used in different areas like medical, image vision, 
image retrieval etc. Authors have explored the gaps and the 
current trends in this area and highlighted the advantages.  
 

[13] Used CBIR method for acquiring high accuracy 
for medical image retrieval. The framework stores therapeutic 
picture alongside its data identified with that restorative 
picture. Extracting so as to recover should be possible most 
using so as to enlighten surface element which can be 
extricated Gray-level-co-occurrence matrix (GLCM). This 
method performs retrieval based on the flexible queries. This 
is done for the disease detection. It improves the detection 
accuracy.  
 

[14] Used CBIR technique for efficient searching 
user's intended information on image database. Authors have 
suggested that it also overcome the semantic gap. Authors 
have explored the gaps and the current trends in this area and 
highlighted the advantages.  
    

[15] In this paper they focused on. To the 
improvement of CBIR machine i.e. CBIR. CBIR would 
retrieve picture on the idea of the visible content material of 
the image like color, texture, shape and many others. In place 

of a textual annotation. The acceptable capabilities of CBIR 
device consist of lowering the retrieval time and growing the 
efficiency of the system. Thus a system needs to be developed 
that can automatically extract relevant objects from a huge 
dataset. 
 

[16] A approach for multi function-based totally 
retrieval of history ID. The multi-function fusion model is a 
appropriate model for characteristic combination primarily 
based on more than one QI that is associated with the key-
word in concern. 
 

[17] a weighting scheme inspired by IR theory, 
retrieval performance of the CBIR system is better than the 
traditional image-level retrieval. Its retrieval accuracy for all 
seven subtypes. There are challenging illnesses are 
interreading and intrareading semantic versions. Both 
intraslide semantic variations and intersubtype are visual 
similarities. 
 

[18] To represent the records contained within the 
authentic snap shots for geometrical constraints of the trace 
rework that may be optimized. The dimensionality bargain in 
phrases of the suggest and kurtosis value pairs of frequency 
coefficients has installed. The consequences have a totally 
strong set of functions in terms of precision. 
 

[19] A relevance comments approach using a diverse 
density algorithm is used to enhance the overall performance 
of content- based totally scientific IR The texture features are 
extracted based on Haralick features, ZMs, histogram intensity 
features and run -length features. The hybrid method of branch 
and bound set of rules and artificial bee colony algorithm the 
usage of brain tumor pictures. 
 

Table 1. Comparison of the various techniques 
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V. CONCLUSION 
 

     In this paper different types of methods are 
pronounce. All these methods given in paper are best. There 
are some combinations are available like color and texture, 
color and shape etc. for retrieved image from large image 
scale database. Also combinations of the three features are 
available. After going through exhaustive analysis of CBIR 
techniques against the various parameters such as strength, 
limitation and significance of the effects, it is established that 
standing techniques have a few obstacles and strengths. So 
this paper offers summarization of the different functions of 
snap shots with their capability for CBIR structures. 
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