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Abstract- The field of digital data communications has 
experienced an explosive growth in the last three decades with 
the growth of internet technologies, high speed and efficient 
data transmission over communication channel has gained 
significant importance. The rate of data transmissions over a 
communication system is limited due to the effects of nonlinear 
distortion. Linear distortions occur in from of inter-symbol 
interference (ISI), co-channel interference (CCI) and adjacent 
channel interference (ACI) in the presence of additive white 
Gaussian noise. Different equalization techniques used to 
mitigate these effects. Adaptive channel equalizers used in 
digital communication systems. The equalizer located at the 
receiver removes the effects of ISI, CCI, burst noise 
interference and attempts to recover the transmitted symbols. 
It has seen that linear equalizers show poor performance, 
whereas nonlinear equalizer provide superior performance. 
Artificial neural network based multi-layer perceptron (MLP) 
based equalizers have used for equalization in the last two 
decades.  

      
The equalizer is a feed-forward network consists of 

one or more hidden nodes between its input and output layers 
and is trained by popular error based back propagation (BP) 
algorithm. However, this algorithm suffers from slow 
convergence rate, depending on the size of network. It has 
seen that an optimal equalizer based on maximum a-posterior 
probability (MAP) criterion can be implemented using Radial 
basis function (RBF) network. In a RBF equalizer, centers 
fixed using K-mean clustering and weights are trained using 
LMS algorithm. RBF equalizer can mitigate ISI interference 
effectively providing minimum BER plot.  However, when the 
input order is increased the number of center of the network 
increases and makes the network more complicated. A RBF 
network, to mitigate the effects of CCI is very complex with 
large number of centers.  
      

To overcome computational complexity issues, a 
single neuron based Chebyshev neural network (ChNN) and 
functional link ANN (FLANN) have proposed. These neural 
networks are single layer network in which the original input 
pattern expanded to a higher dimensional space using 
nonlinear functions and have capability to provide arbitrarily 
complex decision regions. 
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I. INTRODUCTION 

 
Artificial neural networks (ANNs) takes their name 

from the network of nerve cells in the brain. Recently, ANNs 
has been found to be an important technique for classification 
and optimization problem. Neural networks (NNs) have been 
extensively used in many signal processing applications. 
Linear & Nonlinear adaptive filters based on a variety of 
neural network models have been used successfully for system 
identification in a wide class of application. NNs have been 
most popularly applied to channel equalization of digital 
communication channels, in particular, due to their capacity to 
form complex decision regions. The mean square error(MSE) 
criterion, which is usually adopted in neural learning is of 
interest in the channel equalization. 
 

Fig. 1 Block diagram of ANN 
 

ANNs are non–linear data driven & follows self-
adaptive approach as opposed to traditional model based 
methods. They are powerful tools for modelling, especially 
when the underlying data relationship is unknown. ANNs can 
identify and learn correlated patterns between input data sets 
and corresponding target values. ANNs can be used to predict 
the outcome of new independent input data after training 
ANNs imitate the learning process of human brain & can 
process problems involving non-linear & complex data even if 
the data are imprecise and noisy.A very important feature of 
these networks is their adaptive nature, where “learning by 
example “replaces “programming” in solving problems this 
feature makes such computational model very appealing in 
application domain where one has little or incomplete 
understanding of the problem to be solved but where training 
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data readily available. ANN is capable of performing 
nonlinear mapping between the input and output space due to 
its large parallel interconnection between different layers 
andthe nonlinear processing characteristics. Thus, they are 
ideally suited for the equalization of AWGN communication 
channel, which are noisy as well as non-linear. 

Fig. 2 Structure of a single Neuron 
 

The terminology of ANNs has been developed from a 
biological model of the brain. A neural network consists of a 
set of connected cells: The neurons. The neurons receive input 
from either input cells or other neurons and perform some 
kind of transformation of the input & transmit the outcome to 
other neurons or to output cells. The neural networks are built 
from layers of neurons connected so that one layer receives 
input from the preceding layer of neurons and 
passes the output on the subsequent layers. 
Each neuron is associated with three parameters whose 
learning can be adjusted; these are the connecting weights, the 
bias and the slope of nonlinear function. A feed forward 
structure with input, output, hidden layers and nonlinear 
sigmoid functions are used in this type of network. 
The basic structure of an artificial neuron is presented in 
Fig.2.The operation in a neuron involves the computation of 
the weighted sum of the inputs and threshold. The resultant 
signal is then passed through a nonlinear activation function. 
This is also called a perceptron, which is built around a non-
linear neuron. 
 

II. ANN EQUALIZATION TECHNIQUE 
 

A. Multilayer Perceptron Network: 
 

Email address is compulsory for the corresponding 
author. In 1958, Rosenblatt demonstrated some practical 
applications using the perceptron. The perceptron is a single 
level connection of McCulloch-Pitts neurons is called as 
Single-layer feed forward networks. The network is capable of 
linearly separating the input vectors into pattern of classes by 
a hyper plane. Similarly, many perceptron can be connected in 
layers to provide a MLP network, the input signal propagates 
through the network in a forward direction, on a layer-by-layer 

basis. This network has been applied successfully to solve 
diverse problems.  
 

Generally, MLP is trained using popular error back-
propagation algorithm. The scheme of MLP using four layers 
is shown in Fig.3 represent the inputs s1, s2… s0 to the 
network, and represents the output of the final layer of the 
neural network. The connecting weights between the input to 
the first hidden layer, first to second hidden layer and the 
second hidden layer to the output layers are represented by 
respectively.  
 

ݕ = 	߰	 ݓ
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Fig. 3 MLP network block diagram 

 
Where, P1, P2 and P3 are the number of neurons in the layer. 
bi, and bkis the threshold to the neurons of the layer, n is the 
number of inputs and is the nonlinear activation function 
respectively. Most popular from of activation functions for 
signal processing application are sigmoid and the hyperbolic 
tangent since there are differentiable.  
The time index t has been dropped to make the equations 
simpler. 
 
B. Function Link Artificial neural network: 
 

FLANN is a novel single layer ANN network in 
which the original input pattern is expanded to a higher 
dimensional space using nonlinear functions, which provides 
arbitrarily complex decision regions by generating nonlinear 
decision boundaries. The main purpose of enhanced the 
functional expansion block to use for the channel equalization 
process.  
 

ݏ = ൜
ݔ , ݅ = 1
ݔ , ݅ = 2,3,4, … … …  ܯ,
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Where, l= 1, 2….M for trigonometric expansion, 
 

ݏ = ൝
ݔ , ݅ = 1

sin	(݈ݔߨ), ݅ = 2,4, … . ܯ,
cos	(݈ݔߨ), ݅ = 3,5, … . ܯ, + 1

 

 
Where, l= 1, 2….M/2. In matrix notation the expanded 
elements of the input vector E, is denoted by S of size N × 
(M+1). 
 

The bias input is unity. So, an extra unity value is 
padded with the S matrix and the dimension of the S matrix 
becomes N×Q, where Q = (M+2).  
 

Fig. 4 FLANN block diagram 
 
C. Chebyshev Artificial Neural Network: 
 

Chebyshev artificial neural network (ChNN), it is 
similar to FLANN. The difference being that in a FLANN the 
input signal is expanded to higher dimension using functional 
expansion. In Chebyshev the input is expanded using 
Chebyshev polynomial. The Chebyshev polynomials 
generated using the recursive formula given as 
 

ାଵݏ = 	2௫ݏ(ݔ)−	ݏିଵ(ݔ) 
 
The first few Chebyshev polynomials are given as 
 

(ݔ)ݏ = 1 
(ݔ)ଵݏ =  ݔ

(ݔ)ଶݏ = ଶݔ2 − 1 
(ݔ)ଷݏ = ଷݔ4 −  ݔ3

 
The weight vector represented as, here i = 0, 1, 2 . . . 

n. The weighted sum of the components of the enhanced input 
is passed through a hyperbolic tangent nonlinear function to 
produce an output.  

Fig. 5 ChNN block diagram 
 
The advantage of ChNN over FLANN is that the 

Chebyshev polynomials are computationally more efficient 
than using trigonometric polynomials to expand the input 
space. 
 
D. Radial Basis Function Network: 
 

The RBF network was originally developed for 
interpolation in multidimensional space. The schematic of this 
RBF network with m inputs and a scalar output is presented in 
Figure. This network can implement a mapping Frbf: Rm -> R 
by the function. 

ݕ = 	 {ݏ}ܨ = 	ݓ߰	(‖ݏ − ܿ‖)


ୀଵ

 

 
Where S Rm is the input vector 
ݏ = 	 ,ଵݏ] ଶݏ … … .)߰,	]்|ܴ߳ݏ )is the given function from R+ 
to R, are weights and,  
ܴܿ߳are known as RBF centres. The centres of the RBF 
networks are updated using k-means clustering algorithm. 
This RBF structure can be extended for multidimensional 
output as well. Gaussian kernel is the most popular form of 
kernel function for equalization application, it can be 
represented as 
 

(ݕ)߰ = exp	(ߪ−/ݕଶ) 

Fig.6 RBF block diagram 
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Here, the parameter σr
2controls the radius of 

influence of each basis functions and determines how rapidly 
the function approaches 0 with. In equalization applications 
the RBF inputs are presented through a TDL. Training of the 
RBF networks involves setting the parameters for the centers 
Ci, spread σrand the linear weights ωiRBF spread parameter 
σr

2, is set to channel noise variance σƞ
2this provides the 

optimum RBF network as an equalizer. The RBF networks are 
easy to train since the training of centers, spread parameter 
and the weights can be done sequentially and the network 
offers a nonlinear mapping, maintaining its linearity in 
parameter structure at the output layer.  
 

One of the most popular schemes employed for 
training the RBF in a supervised manner is to estimate the 
centers using a clustering algorithm like the k-means 
clustering and settingσr

2 to an estimate of input noise variance 
calculated from the center estimation error. The output layer 
weights can be trained using popular stochastic gradient LMS 
algorithm.  
 

The RBF equaliser can provide optimal performance 
with small training sequences but they suffer from 
computational complexity. The number of RBF centres 
required in the equaliser increases exponentially with equaliser 
order and the channel delay dispersion order. This increases 
all the computations exponentially. 
 
E. Fuzzy Systems: 
 

The first step in the application of fuzzy logic to any 
problem is the formulation of input membership functions 
which transform the system inputs into fuzzy variables. The 
input fuzzy variable is then mapped into a fuzzy output 
variable by means of rules which describe the relation 
between these variables. Both membership functions and rules 
are usually determined on a heuristic basis and are problem 
dependent. For example, for the equalizer problem considered 
here, we note that even in the absence of interchannel 
interference orchannel noise, the channel usually introduces a 
delay. Thus, if the channel delay is k samples, the received 
signal at any time n will be a (n — k). Since the channel delay 
is usually unknown, if we assume that the delay is I samples, 
we may formulate a rule of the form, "if the channel output 
(received signal) delayed by I samples, u (n — l), is positive, 
then the corresponding channel input, — k) was positive," 
where I and k are nonnegative numbers. In the presence of 
either intersymbol interference or observation noise, the 
output may be either positive or negative irrespective of 
whether a positive or a negative signal was transmitted, so that 
a rule may also be of the form, "if channel output delayed by I 
samples is positive, then the corresponding input was 

negative." Thus a set of rules can be associated with each 
assumed value for the delay at the output. For each decision, a 
minimum of N sets of such rules must be used, where each set 
corresponds to an output with different delay and N is the 
maximum delay associated with the channel. If no information 
about the channel is available, then N is chosen arbitrarily. 
The input to each of the rules is a fuzzy value determined by 
the membership function. 
 

The membership functions for the equalizer input can 
be derived from the training data set as explained below. 
Suppose that a test sequence n) consisting of positive and 
negative values corresponding to a one or a zero (here 
assumed to be 0.9 and —0.9) is transmitted over a channel, 
with an assumed maximum delay of N. The desired output at 
time n from the equalizer will be set as a(n — k), where k is 
an integer greater than N. We obtain plots of the delayed 
received signal u(n — l) versus a(n — k), the desired 
equalizer output, for each value of I in the range [O, L], where 
L is an integer that lies between N and k, N < L < k. Fig. 3 
shows an example of such a plot of the values of the desired 
output versus the values of the received signal for the 
simulation example considered in Section Ill, for a particular 
training sequence and with the channel delay assumed to be a 
specific value, namely I = 1. Note that the desired output is 
either +0.9 or —0.9, while the received signal may take any 
value because of intersymbol interference. 
 

If the channel delay is known, then — L = k. 
typically, however, the maximum delay is unknown, and the 
values have to be chosen experimentally based on the 
information contained in u (•n — I) about — k). In Section Ill 
we suggest a method to choose these values. 
 

 
Fig. 7 Fuzzy system block diagram 

 
The characteristic function XA of a set A by, 
 

ܺ(ݔ) = (ݔ)݂	 = ቄ1, ݔ ∈ ܣ
0, ݔ ∉  ܣ



IJSART - Volume 3 Issue 3 –MARCH 2017                                                                                      ISSN [ONLINE]: 2395-1052 
 

Page | 56                                                                                                                                                                       www.ijsart.com 
 

Which is an indicator of members and non-members of the 
crisp set A. In the case that an element has only partial 
membership of the set, we need to generalize this 
characteristic function to describe the membership grade of 
this element in the set: larger values denote higher degrees of 
the membership. 
 
F. Wilcoxon Neural Network: 
 

The Wilcoxon neural network consists of Multilayer 
Perceptron Neural Network trained with Wilcoxon learning 
method, is named as Wilcoxon Multilayer Perceptron Neural 
Network (WMLPNN). For equalization WMLPNN, has one 
input layer with n+1 nodes, one hidden layer with m+1 nodes, 
and one output layer with one nodes, 
 

ݔ = 	 ଶݔ,ଵݔ] … ்[ݔ… ∈ ܴ	 
ܵ = 	 [ ଵܵ,ܵଶ … … ܵ ,ܵାଵ]் 

= 	 [ ଵܺ,ܺଶ … …ܺ1]் 	 ∈ 	ܴାଵ 
 

 
Fig. 8 Wilcoxon neural network 

 
III.   CONCLUSION  

 
The main aim of the paper is to develop novel 

artificial neural network equalizer (trained with linear, 
nonlinear and evolutionary algorithms) to mitigate the linear 
and nonlinear distortion like ISI, CCI and burst noise 
interferences occurs in the communication channel and can 
provide minimum mean square error and bit-error-rate plot for 
wide variety of channel condition.  
 

This paper analyses in details the performance of 
different types of nonlinear ANN based equalizer like MLP, 
RBF, FLANN, ChNN and fuzzy system algorithm for channel 
equalization in digital communication system. Their 
performance compared with proposed Wilcoxon neural 
network equalizer. Through extensive simulation study,  
observed that the proposed Wilcoxon learning algorithm 
trained neural network equalizer performed similar as RBF 

equalizer in ISI and high intensity burst noise interference 
condition, but its perform better in CCI environment than RBF 
equalizer. In addition, WNN equalizer performs better than 
MLP, in all ISI, CCI and burst noise environment. RBF 
equalizer provides MAP decision performance. 
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