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Abstract- For thousands of years people have realized the 

importance of archiving and finding information. With the 

advent of computers, it became possible to store large amounts 

of information; and finding useful information from such 

collections became a necessity. The field of Information 

Retrieval (IR) was born in the 1950s out of this necessity. Over 

the last forty years, the field has matured considerably. Several 

IR systems are used on an everyday basis by a wide variety of 

users. This article is a brief overview of the key advances in the 

field of Information Retrieval, and a description of where the 

state-of-the-art is at in the field. 
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I. INTRODUCTION 

 

This article guides a stepwise walkthrough for 

Information retrieval (IR) which is finding material (usually 

documents) of an unstructured nature (usually text) that 

satisfies an information need from within large collections 

(usually stored on computers). 

 

As defined in this way, information retrieval used to 

be an activity that only a few people engaged in: reference 

librarians, paralegals, and similar professional searchers. Now 

the world has changed, and hundreds of millions of people 

engage in information retrieval every day when they use a web 

search engine or search their email. 

 

II. CATEGORIES OF IR 

 

Information retrieval can be divided into three types 

such as unstructured data, structured data, semi structured data. 

 

A. Unstructured data 

The term “unstructured data” refers to data which does 

not have clear, semantically overt, easy-for-a-computer 

structure. It is the opposite of structured data, the canonical 

example of which is a relational database, of the sort companies 

usually use to maintain product inventories and personnel 

records. In reality, almost no data are truly “unstructured”. This 

is definitely true of all text data if you count the latent linguistic 

structure of human languages. But even accepting that the 

intended notion of structure is overt structure, most text has 

structure, such as headings and paragraphs and footnotes, which 

is commonly represented in documents by explicit markup 

(such as the coding underlying webpages).  

 

B. semi structured data 

IR is also used to facilitate “semistructured” search 

such as finding a document where the title contains Java and the 

body contains threading. The field of information retrieval also 

covers supporting users in browsing or filtering document 

collections or further processing a set of retrieved documents. 

Given a set of documents, clustering is the task of coming up 

with a good grouping of the documents based on their contents. 

It is similar to arranging books on a bookshelf according to their 

topic. Given a set of topics, standing information needs, or other 

categories (such as suitability of texts for different age groups), 

classification is the task of deciding which class(es), if any, each 

of a set of documents belongs to. It is often approached by first 

manually classifying some documents and then hoping to be 

able to classify new documents automatically. 

 

C. Structured data 

Structured data refers to information with a high 

degree of organization, such that inclusion in a relational 

database is seamless and readily searchable by simple, 

straightforward search engine algorithms or other search 

operations; whereas unstructured data is essentially the 

opposite. The lack of structure makes compilation a time and 

energy-consuming task. It would be beneficial to a company 

across all business strata to find a mechanism of data analysis 

to reduce the costs unstructured data adds to the organization. 

        

III. AN EXAMPLE INFORMATION 

RETRIEVAL PROBLEM 

 

But for many purposes, you do need more: 

 1. To process large document collections quickly. The 

amount of online data has grown at least as quickly as the speed 

of computers, and we would now like to be able to search 

collections that total in the order of billions to trillions of words.  
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2. To allow more flexible matching operations. For 

example, it is impractical to perform the query Romans NEAR 

countrymen with grip, where NEAR might be defined as 

“within 5 words” or “within the same sentence”.  

3. To allow ranked retrieval: in many cases you want 

the best answer to an information need among many documents 

that contain certain words. 

 

                IV. SUMMING UP  

 

The field of information retrieval has come a long way 

in the last forty years, and has enabled easier and faster 

information discovery. In the early years there were many 

doubts raised regarding the simple statistical techniques used in 

the field. However, for the task of finding information, these 

statistical techniques have indeed proven to be the most 

effective ones so far. Techniques developed in the field have 

been used in many other areas and have yielded many new 

technologies which are used by people on an everyday basis, 

e.g., web search 7 engines, junk-email filters, news clipping 

services. Going forward, the field is attacking many critical 

problems that users face in today’s information-ridden world. 

With exponential growth in the amount of information 

available, information retrieval will play an increasingly 

important role in future. 
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