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Abstract- Statistical Machine Learning approaches 
incorporate the most popular way of modeling text in 
sentimental analysis, i.eBag-of-words (BOW). However, the 
performance of BOW sometimes remains limited due to some 
fundamental deficiencies in handling the polarity shift 
problem. This system proposes a model called dual sentiment 
analysis (DSA), to address this problem of sentiment 
classification. First it involves a novel data expansion 
technique by creating a sentiment-reversed review for each 
training and test review. On this basis, a dual training 
algorithm to make use of original and reversed training 
reviews in pairs for learning a sentiment classifier, and a dual 
prediction algorithm to classify the test reviews by considering 
two sides of one review is introduced. The system also extends 
the DSA framework from polarity (positive-negative) 
classification to 3-class (positive-negative-neutral) 
classification, by taking the neutral reviews into 
consideration. 
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I. INTRODUCTION 
 

Numerous consumer reviews of products are now 
available on the Internet. Consumer reviews contain rich and 
valuable knowledge for both firms and users. However, the 
reviews are often disorganized, leading to difficulties in 
information navigation and knowledge acquisition. This 
system proposes a product aspect ranking framework, which 
automatically identifies the important aspects of products from 
online consumer reviews, aiming at improving the usability of 
the numerous reviews. The important product aspects are 
identified based on two observations: 1) the important aspects 
are usually commented on by a large number of consumers 
and 2) consumer opinions on the important aspects greatly 
influence their overall opinions on the product. In particular, 
given the consumer reviews of a product, we first identify 
product aspects and determine consumer opinions on these 
aspects via a sentiment classifier i.e. determine a review as 
positive, negative and neutral. The objective of this review 
analysis system is to classify and summarize the user reviews 
based on aspect ranking. This system overcomes the polarity 
shift problems in sentiment classification.  

 

The organization of this work is as follows. First we 
review the related work in literature survey, followed by 
system study. The working of system’s modules is described 
then experimental results and test are reported and discussed 
finally we draw conclusions and outlines directions for the 
future work.  
 

II. LITERATURE REVIEW 
 
“Dual Sentimental Analysis Considering two Sides of 

One Review [1]”Rui Xia, FengXu, ChengqingZong, Qianmu 
Li, Yong Qi, and Tao Li,2015. As e-commerce is 
becoming more and more popular, the number of customer 
reviews that a product receives grows rapidly. For a popular 
product, the number of reviews can be in hundreds or even 
thousands. This makes it difficult for a potential customer to 
read them to make an informed decision on whether to 
purchase the product. It also makes it difficult for the 
manufacturer of the product to keep track and to manage 
customer opinions. For the manufacturer, there are additional 
difficulties because many merchant sites may sell the same 
product and the manufacturer normally produces many kinds 
of products. In this research, this paper aims to mine and to 
summarize all the customer reviews of a product.  An effective 
ranking approach to infer the importance of sentiment 
classification and investigate its usefulness in two 
applications, i.e. document-level sentiment classification that 
aims to determine a review document as expressing a positive 
or negative or neutral, and extractive review summarization 
which aims to summarize consumer reviews by selecting 
informative review sentences is described. 

 
“A Sentimental Education: Sentiment Analysis Using 

Subjectivity Summarization Based on Minimum Cuts [3]”  Bo 
Pang and Lillian Lee,  2004Sentiment analysis seeks to 
identify the viewpoint(s) underlying a text span; an example 
application is classifying a movie review as “thumbs up” or 
“thumbs down”. To determine this sentiment polarity, [3] 
proposes a novel machine-learning method that applies text-
categorization techniques to just the subjective portions of the 
document. Extracting these portions can be implemented using 
efficient techniques for finding minimum cuts in graphs; this 
greatly facilitates incorporation of cross-sentence contextual 
constraints. 
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“Cross-Domain Sentiment Classification using a 
Sentiment Sensitive Thesaurus [4]DanushkaBollegala, 
Member, IEEE, David Weir, and John Carroll,  
2013Automatic classification of sentiment is important for 
numerous applications such as opinion mining, opinion 
summarization, contextual advertising, and market analysis. 
However, sentiment is expressed differently in different 
domains, and annotating corpora for every possible domain of 
interest is costly. Applying a sentiment classifier trained using 
labelled data for a particular domain to classify sentiment of 
user reviews on a different domain often results in poor 
performance because words that occur in the train (source) 
domain might not appear in the test (target) domain. This 
paper [4] proposes a method to overcome this problem in 
cross-domain sentiment classification. First, creates a 
sentiment sensitive distributional thesaurus using labeled data 
for the source domains and unlabeled data for both source and 
target domains. Sentiment sensitivity is achieved in the 
thesaurus by incorporating document level sentiment labels in 
the context vectors used as the basis for measuring the 
distributional similarity between words. Next, it uses the 
created thesaurus to expand feature vectors during train and 
test times in a binary classifier. The proposed method 
conducts an extensive empirical analysis of the proposed 
method on single- and multisource domain adaptation, 
unsupervised and supervised domain adaptation, and 
numerous similarity measures for creating the sentiment 
sensitive thesaurus.  

 
“Clustering-based Approach on Sentiment Analysis 

[5]  Gang Li  and Fei Liu,  2010”This paper [5] introduces the 
clustering-based sentiment analysis approach which is a new 
approach to sentiment analysis. By applying a TF-IDF 
weighting method, voting mechanism and importing term 
scores, an acceptable and stable clustering result can be 
obtained. It has competitive advantages over the two existing 
kinds of approaches: symbolic techniques and supervised 
learning methods. It is a well performed, efficient, and non-
human participating approach on solving sentiment analysis 
problems. 

 
“Text categorization with support vector machines: 

Learning with many relevant features [8] Thorsten Joachims, 
2010”This paper explores the use of Support Vector Machines 
(SVMs) for learning text classier from examples. It analyses 
the particular properties of learning with text data and 
identities why SVMs are appropriate for this task. Empirical 
results support the theoretical endings. SVMs achieve 
substantial improvements over the currently best performing 
methods and behave robustly over a variety of die rent 
learning tasks. Furthermore, they are fully automatic, 
eliminating the need for manual parameter tuning as in [8]. 

III. SYSTEM STUDY 
 
A straightforward frequency-based solution is to 

regard the aspects that are frequently commented in consumer 
reviews as important. For example, most consumers frequently 
criticize the bad “signal connection" of iPhone 4, but they may 
still give high overall ratings to iPhone 4. On the contrast, 
some aspects such as “design" and “speed," may not be 
frequently commented, but usually are more important than 
“signal connection." Therefore, the frequency-based solution 
is not able to identify the truly important aspect. Hence the 
two existing methods used online are:  Boolean weighting and 
term frequency (TF) weighting. Boolean weighting represents 
each review into a feature vector of Boolean values, each of 
which indicates the presence or absence of the corresponding 
feature in the review. Term frequency (TF) weighting weights 
the Boolean feature by the frequency of each feature on the 
corpus. 

 
In Proposed System the Product aspect ranking is 

beneficial to a wide range of real-world applications. In this 
paper, we investigate its usefulness in two applications, i.e. 
document-level sentiment classification that aims to determine 
a review document as expressing a positive or negative overall 
opinion, and extractive review summarization which aims to 
summarize consumer reviews by selecting informative review 
sentences. This system is used to perform extensive 
experiments to evaluate the efficacy of aspect ranking in these 
two applications and achieve significant performance 
improvements. 

 
Fig No:- 3.1 Review of Analysis System 

 
 Product aspect ranking framework automatically 

identifies the important aspects of products from 
numerous consumer reviews. 

 The probabilistic aspect ranking algorithm to infer the 
importance of various aspects by simultaneously 
exploiting aspect frequency. 

 Significant performance improvements are obtained on 
the applications of document-level sentiment 
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classification and extractive review summarization by 
making use of aspect ranking. 

 
IV. PROPOSED SYSTEM 

 
The system module is categorized as follows:  
 
IV.I Pre-processing of Review:-The user reviews crawled 
from social media is already stored in the database. The 
reviews are stored as text file. We give the input for this step 
as text file. From the database reviews is given as input in stop 
word removal for removing the stop word from the review.  In 
the stop word removal the words like “this, that, is, a, it, is” 
are the stop words that should be removed from the review for 
easy analyses of reviews and meaningless words are removed. 
The list of stop word ordered based on alphabetical order and 
it is considered it as single array for quick accessing. So the 
given review will be searched for the stop words and it is 
removed. After removing the stop word we go for stemming. 
Stop words are words which are filtered out prior to, or after, 
processing of natural language data (text). There is not one 
definite list of stops words which all tools use and such a filter 
is not always used. Some tools specifically avoid removing 
them to support phrase search. 

 
In Part of speech tagging we use tagger software for 

tagging each word. In POS Tagging we will tag each opinion 
word as Noun, Verb, Adverb and Adjective. Tagging is done 
so that we can easily classify the features of the given product. 
A part of speech tagger is a piece of software that reads text in 
some language and assign part of speech to each word such as 
noun, verb, adjective etc., although generally computational 
applications use more fine-grained POS tags like “noun-
phrase”. 

 
Fig: -4.1 Architecture Diagram 

 
Opinion Word Feature Mining. This module will 

classify the word as dependent and independent. Using the 
opinion word that is tagged first will form unigram and 
bigram. Unigram is a single word and bigram is a combination 
of unigram. In this we will consider only the adjectives since 
adjective only will express the attitude and feeling of the 
opinion holder.  

 
In the Formation of unigram it will consider each and 

word as a unigram and in bigram we will combine two words 
to form a bigram. The formation of bigram is used classify the 
polarity of word correctly. For example, “good” will give a 
positive polarity but when it is combined with some other 
word like not for example “not good” will give a negative 
polarity so it is necessary to form the unigram and 
bigram.After the formation we will find the common word in 
all domains that is the word that gives the same meaning 
where ever it is used. For example, “Do Not Buy” word will 
give the same polarity when it is used in any domain.  
Bipartite graph is a graph whose vertices can be divided into 
two disjoint sets U and V such that every edge connects a 
vertex in U to one in V; that is, U and V are each independent 
sets. 

 
Opinion Word Polarity ClassificationThis module 

will classify the polarity of each opinion word. The word that 
is classified as dependent and independent will be checked for 
its polarity using a supervised learning method. Each word 
will be classified as positive and negative based on the 
meaning stored in dataset. In this the dependent and 
independent word that is classified will be given as input and 
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we will find the polarity of the given opinion word. The word 
that is classified will be having meaning stored in the dataset. 
Based on the dataset we classify the meaning of the word. In 
some cases the same word will give different meaning or 
contrast polarity. For example, “great” is a opinion word 
which gives different polarity. The word great will be consider 
as positive when we tell he is a great person but when will tell 
a great amount of money has been spent for buying mobile 
then it gives a negative polarity. So it is very important to train 
a classifier for classifying the polarity of the word 
accurately.Support Vector Machine are supervised learning 
models with associated learning algorithms that analysesdata 
and recognize patterns, used for classification and regression 
analysis. Given a set of training examples, each marked as 
belonging to one of two categories, an SVM training 
algorithm builds a model that assigns new examples into one 
category or the other. An SVM model is a representation of 
the examples as points in space, mapped so that the examples 
of the separate categories are divided by a clear gap that is as 
wide as possible. New examples are then mapped into that 
same space and predicted to belong to a category based on 
which side of the gap they fall on.  

 
Clustering of Polarity in Opinion WordFor accurate 

classification of polarity we use SVM classifier with a training 
set. It is a processing of grouping the data or words belonging 
to a same polarity (i.e.) clustering the positive and negative 
polarity separately. It will group the data based on the k-
nearest neighbors. In this we Insert edges between a node and 
its k-nearest neighbors. Each node will be connected to (at 
least) k nodes. After clustering we generate a feature based 
summary and graph for representing it. Summary is an easy 
and understandable representation of the reviews. 

 
Aspect Ranking Product Aspect Ranking framework. 

We start with an overview of its pipeline consisting of three 
main components: (a) aspect identification; (b) sentiment 
classification on aspects; and (c) probabilistic aspect ranking. 
Given the consumer reviews of a product, we first identify the 
aspects in the reviews and then analyse consumer opinions on 
the aspects via a sentiment classifier. Finally, we propose a 
probabilistic aspect ranking algorithm to infer the importance 
of the aspects by simultaneously taking into account aspect 
frequency and the influence of consumers’ opinions given to 
each aspect over their overall opinions. 

 
Document Level Classification  
 

This Module will cluster the word based on the 
polarity and generate a Feature based summary. The word that 
is classified as positive and negative will be clustered using 
Normalized Spectral clustering.The goal of document-level 

sentiment classification is to determine the overall opinion of a 
given review document. A review document often expresses 
various opinions on multiple aspects of a certain product. The 
opinions on different aspects might be in contrast to each 
other, and have different degree of impacts on the overall 
opinion of the review document. 

 
Extractive Review Summarization 
 

Extractive review summarization which aims to 
summarize consumer reviews by selecting informative review 
sentences. We perform extensive experiments to evaluate the 
efficacy of aspect ranking in these two applications and 
achieve significant performance improvements. Effectively 
identify the important aspects from consumer reviews by 
simultaneously exploiting aspect frequency and the influence 
of consumers’ opinions given to each aspect over their overall 
opinions. 

 
Cluster Algorithms  

 
Co-occurrences between domain-independent and 

domain-specific words. It is easy to find that, by applying 
clustering algorithms such as K-means. Hierarchical clustering 
is an agglomerative (top down) clustering method. As its name 
suggests, the idea of this method is to build a hierarchy of 
clusters, showing relations between the individual members 
and merging clusters of data based on similarity. 

 
V. CONCLUSION 

 
The concept of Dual Sentimental Analysis on E-

commerce websites is essential for anyone who is going to 
make a decision. This was mainly introduced to address the 
polarity shift problem. In this work, we propose a novel data 
expansion approach, called dual sentiment analysis (DSA), to 
address the polarity shift problem in sentiment classification. 
The basic idea of DSA is to create reversed reviews that are 
sentiment-opposite to the original reviews, and make use of 
the original and reversed reviews in pairs to train a sentiment 
classifier and make predictions. DSA is highlighted by the 
technique of one-to-one correspondence data expansion and 
the manner of using a pair of samples in training (dual 
training) and prediction (dual prediction). In our work, we 
have targeted on the Product Reviews of Amazon Website on 
which product is the best to be purchased. At first we get the 
product’s dataset. We use Visual Studio and My Sql to 
connect to the database to login to the Amazon website page.  
Based on the review summarization of predictions are done. 

 
The Review Analysis system proposed in this project 

focuses on review summarization to Amazon reviews. Further 
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works can be done to enhance this system for varied E-
commerce websites and varied product domains. The user’s 
task to conclude on the reviews of a product can be enhanced 
to develop graphical analysis suiting both the firms and 
customer’s needs. 
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