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Abstract- As the feature size is continuously decreasing and 
integration density is increasing, interconnections have 
become a dominating factor in determining the overall quality 
of a chip. Due to the limited scalability of system bus, it 
cannot meet the requirement of current System-on-Chip (SoC) 
implementations where only a limited number of functional 
units can be supported. Long global wires also cause many 
design problems, such as routing congestion, noise coupling, 
and difficult timing closure. Network-on-Chip (NoC) 
architectures have been proposed to be an alternative to solve 
the above problems by using a packet-based communication 
network. In this paper, the Circuit-Switched (CS) Router was 
designed and analysed the various parameters such as power, 
timing and area. The CS router has taken more number of 
cycles to transfer the data from source to destination. So the 
pipelining concept was implemented by adding registers in the 
CS router architecture. The proposed architecture increases 
the speed of operation and reduces the critical path of the 
circuit. The router has been implemented using VHDL The 
parameters area, power and timing were calculated in Xilinx 
9.2i simulator and Modelsim tool with default operating 
voltage of 3V and packet size is 39 bits. Finally power, area 
and time of these two routers have been analysed and 
compared. 
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I. INTRODUCTION 
 
 Recently Networks on Chip (NoC) is playing vital 
role in development in VLSI. Increasing levels of integration 
resulted in systems with different types of applications, each 
having its own I/O traffic characteristics. Since the early days 
of VLSI, communication within the chip dominated the die 
area and dictated clock speed and power consumption. Using 
buses is becoming less desirable, especially with the ever 
growing complexity of single-die multiprocessor systems. As 
a consequence, the main feature of NoC is the use of 
networking technology to establish data exchange within the 

chip. All links in NoC can be simultaneously used for data 
transmission, which provides a high level of parallelism and 
makes it attractive to replace the typical communication ar-
chitectures like shared buses or point-to-point dedicated wires 
[1]. Apart from throughput, NoC platform is scalable and 
has the potential to keep up with the pace of technology 
advances. NoC network can be modelled as a graph where in 
nodes, processing elements and edges are the connective links 
of the processing elements. Figure 1 shows the basic NoC 
architecture, it basically includes processing element (PE), 
router. Each PE is attached to NI which connects the PE to a 
local router. When a packet was sent from a source PE to 
 

 
Figure 1: Basic Router architecture with mesh topology 

 
a destination PE, the packet is forwarded hop by hop on the 
network via the decision made by each router. Like in any 
other network, router is the most important component for the 
design of communication back bone of a NoC system. In a 
packet switched network, the functionality of the router is to 
forward an incoming packet to the destination resource if it is 
directly connected to it, or to forward the packet to another 
router connected to it. It is very important that design of a 
NoC router should be as simple as possible because 
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implementation cost increases with an increase in the design 
complexity of a router [2]. 
 
 The remaining section of the paper is organized as 
fol-lows: In section II describe the Literature overview of 
NOC implementation and related work using xilinx 9.2i. 
Section III describe Proposed mechanism of NOC 
implementation. Section IV describe Implemented algorithm 
and Results, Last Vth section gives overall conclusion of the 
paper. 
 

II. LITERATURE SURVEY 
 
 The author illustrated the impact of repeater insertion 
on inter-router links with adaptive control and eliminating 
some of the buffers in the router. The approach saved 
appreciable amount of power and area without significant 
degradation in the throughput and latency, though there is still 
somescope to increase the buffer utilization inside the router 
[3]. Reference [4] shows work on router for NoC to increase 
throughput of the network and they introduced the architecture 
which shows a significant improvement in throughput at the 
expense of area and power due to extra crossbar and complex 
arbitration scheme. The throughput increased up to 94% but 
power consumption is increased by the factor of 1.28 [4]. 
 
 By utilizing the buffer with bidirectional channels 
indicated significant improvement in system performance, 
though in this case, each channel controller will have two 
additional tasks: dynamically configuring the channel 
direction and to allocate the channel to one of the routers, 
sharing the channel. Also, there is a 40% area overhead over 
the typical NoC router architecture due to double crossbar 
design and control logic [5]. The author developed an 
algorithm to optimize size of decoupling buffers in network 
interfaces. The buffer size is proportional to the maximum 
difference between the number of words produced and the 
number of words consumed at any point in time. This 
approach showed significant improvement in power 
dissipation and silicon area. The buffer size can be further 
optimized by considering the idle time of buffer. If some 
buffer is idle at some time instant, it can share the load of 
neighbouring input channel and thus increase the utilization of 
existing resources with small control logic [6]. 
 
 The author proposed the router architecture with 
Reliabil-ity Aware Virtual Channel (RAVC). In this approach, 
more memory is allocated to the busy channels and less to the 
idle channels. This dynamic allocation of storage shows 7.1% 
and 3.1% latency decrease under uniform and transposes 
traffic patterns respectively at the expense of complex 
memory con-trol logic, though this solution is latency efficient 

but not area and power efficient [7]. In NoC different 
switching techniques are used for forwarding information 
through the network and these techniques have significant 
effect on the design of router architecture. Switching 
techniques are broadly categorized into circuit switching and 
packet switching. Todays NoC designs are based on Packet 
switching [8]. 
 
 Packet switching is further categorized into Store and 
For-ward (SAF), Wormhole (WH) and Virtual Cut Through 
(VCT). But all these techniques face Head-on-Line (HoL) 
blocking problem, which results from input buffering 
contention in routers. To overcome the problems in router 
switching tech-niques, researchers have proposed various 
buffering allocation techniques, micro architectural buffer 
structures, and effective buffer arbitration algorithms. In [9] J. 
Dally introduced the idea of virtual channel for deadlock-free 
routing for networks. The most important improvement in 
switching technique is the introduction of virtual channels 
(VCs) [10]. Dally and Towels illustrate the basic virtual-
channel router architecture [8] and showed that virtual-channel 
router works in a pipeline to decrease router delay. In [9] 
authors introduced low latency virtual-channel router in which 
a single flit can travel through VC router within only one 
cycle. In [11], authors introduced a low latency router which 
uses adaptive routing. Virtual channel router is used to solve 
network deadlock by adopting adaptive routing, and provide 
guaranteed service and best-effort service in [12]. As 
Network-on-Chip is strict resource constrained, so a good 
virtual-channel router should make a better tradeoff between 
performance and implementation cost. 
 

III. NOC ROUTER ARCHITECTURE 
 
 A NoC router consists of number of input ports, a 
number of output ports, a crossbar switch which connects the 
input ports to the output ports, and a local port for accessing 
the Processing Element (PE) connected to this router. In 
addition to this, router contains a logic block that decides the 
overall routing strategy for moving data through the NoC. 
When the data in the form of packet is moved from source to 
its destination, it is sent on the network based on the routing 
decision taken by each router. At each router the packet is first 
collected and stored in buffer then the routing decisions are 
taken and channel arbitration is made by the control logic. 
Finally the granted packet crosses through the crossbar and 
reach to the next router. This process repeats until the packet 
reaches to its destination. The routing units control logic is a 
finite state machine (FSM). It processes the packet header to 
compute an appropriate output channel and generates requests 
for that output channel accordingly. This NoC router 
architecture mainly consists of three parts: 
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1) Virtual Channel: When a physical channel is 

divided into a multiple number of logic channels, 
these logic channels are called as virtual channels. A 
virtual channel has its own queue, but it shares the 
bandwidth of the physical channel in a time 
multiplexed fashion. Virtual channels offer 
flexibility, better channel utilization and improve 
network throughput and reduce the effect of blocking 
shown in figure 2. 

 

 
Figure 2.  RTL view First in First out. 

 
2) Arbiter: An arbiter is required to determine how the 

physical channel can be shared amongst many re-
questors. Here fixed priority arbiter is used. In fixed 
priority arbiter, each input port has its own fixed 
priority level. Depending on this priority level, an 
arbiter grants an active request signal with the highest 
priority. 

 
3) Crossbar Switch: The crossbar module in the design 

is responsible for physically connecting an input port 
to its destined output port, based on the grant issued 
by the arbiter as shown in figure 3. 

 

 
Figure 3. Implimented Crossbar switches 

  
 
IV. IMPLEMENTATION AND RESULTS 
 

 The router architecture has five input ports, five 
output ports and each input port has four virtual channels with 
each VC having four flit buffers. The data coming to each 
input port is stored in virtual channels temporarily. Each input 
port sends a request to the arbiter to grant access to the 
crossbar. So, based on the priority level of each input port, 
arbiter grants access to the crossbar. Then the data traverse 
through the crossbar and reached to the destination port. The 
design is implemented in VHDL on structural Register 
Transfer Level (RTL) as shown in figure 2 and 3 and it is 
synthesized and simulated using Xilinx ISE Design Suite 9.2i. 
The router was prototyped in Vertex 5 Device. The simulation 
result for NoC router is shown in fig. 4 and fig. 5. Here table I 
shows the comparison of proposed router with Reference 
Router. The operating frequency of this router is 411.372MHz. 
Minimum input arrival time before clock and Maximum 
output required time after clock is estimated as 1.661ns and 
3.630ns respectively. The minimum clock period required is 
4.748ns. 
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Table 1. Result Comparison Table 

 

 
Figure 4. Device Utilization Summery 

 

 
Figure 5. Total power Consumption 

 
V. CONCLUSION 
 

The various challenges faced by researchers in SoC 
design forced them to look for new alternatives which paved 
the way for Network-on-chip technology. The NoC is a vast 
and emerging research area that is still in its initial stages. The 
NoC area has a significant influence in the design of next 
generation SoC or multicore architectures. In our project we 
went through the various research aspects of NoC and details 

of network topology and routing algorithms were explored. 
We tried to contribute in the research of NoC by exploring the 
design space of NoC routers which is a dominant component 
of the network. The main focus of our current research was 
aimed at an efficient design of a router for NoC applications. 
The router is the most important component since it 
determines various network parameters like latency, 
throughput and delay. In this project we went through three 
different router architectures. All the three router designs were 
of five input and five output port architecture. The designing 
has been done using the hardware description language VHDL 
in XILINX ISE tool. Its FPGA implementation is done and its 
functional model is also verified. After analyzing proposed 
router architecture performs better than the other. It has 
constant delay, constant latency, high throughput. Moreover it 
has concurrent transmission which gives it more flexibility 
over the other two architectures and it is less error prone. 
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