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Abstract- Clustering is collection of objects. It is unsupervised 
classification that uses no label for patterns. It is also known 
as superset of unsupervised classification. It is divided into 
two categories such as hierarchical and partitioning 
techniques respectively. Hierarchical techniques are 
combination of layers nodes and each node represents a 
cluster. Clusters are represented in top-down or bottom-up 
style. Partitioning techniques represent natural grouping of 
data by single partition. Further each clustering techniques 
are subdivided in various categories and also discuss the 
various clustering algorithms that are applicable in clusters 
selection and creation. 
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I. INTRODUCTION 
 
 Clustering is grouping a set of data in a way that 
maximizes the matching within clusters and minimizes the 
matching between two different clusters. Grouping of object 
are applicable in different field such as engineering 
technology, health care, agriculture, weather forecasting, 
medical science and bioinformatics. Similar application in 
Wireless sensor network, the data together by many nodes will 
be similar. In such cases, duplicity of data transmission can be 
avoided by forming grouping of sensor nodes called clusters 
and perform election to elect cluster head among the nodes in 
the cluster.  On the basis of various previous researches in 
many scenarios, no such grouping information is provided in 
advance. To resolve this problem, we come on classification 
based on grouping. There are supervised and un-supervised 
classifications based on grouping. The objectives of 
classification are discovered tool, novel techniques and 
algorithm. It is known as classifier. In classification process 
objects are represented by instance or pattern. The pattern 
combination of number of classification defined with 
attributes (elements). Classifier accuracy measurement 
depends upon successfully testing of patterns. Many 
supervised classification studied and discovered. In supervised 
classification given label pattern. In other side unsupervised 
assigned no label for any pattern. Clustering is superset of 
unsupervised classification. In which patterns are without 
labeling that’s why, working with clustering is more difficult 

as compare to supervised learning. In supervised classification 
becomes an idea to combining data objects as a whole. But in 
clustering, it is very difficult to identify pattern of group 
without label. There can be features or parameters which 
could be suitable for clustering [1-9].The paper will focus on 
various clustering techniques in different section. In Section-2, 
we will be discussed various clustering techniques. In last 
section conclusions find out of the summary.  
 

II. CLUSTERING TECHNIQUES 
 
Based on various literature surveys, many clustering 

techniques have discussed. But it is very difficult to find out 
an exact definition of cluster based on the various studies. 
Various clustering techniques have been proposed with 
different set of rules and principals [9, 10].To makes 
identification to each clustering techniques, many suggestion 
have come in knowledge. That is why; clustering approaches 
are divided into two different categories: hierarchical and 
partitioning techniques that will discuss in details. 

 
2.1 Hierarchical clustering (HC) methods: 
 

Hierarchical techniques are combination of layers 
nodes and each node represents a cluster. Clusters are 
represented in top-down or bottom-up style. Further 
hierarchical methods are divided into two forms i.e. 
agglomerative and divisive. The agglomerative is the bottom-
up approach. Clusters are starting with individual object and 
combine these single objects into larger clusters until 
termination condition do not meet. 
 

Divisive hierarchical approach is using top-down 
fashion. It divide large cluster in several smaller clusters and 
cluster division continuous until it satisfies certain closure 
situations. In hierarchical approach cluster is formatted in 
dendrogram style. The hierarchical clustering methods are 
divided in three classifications based on correlation or 
connections. Following classification of the hierarchical 
clustering methods is discussed below. 

 
2.1.1 Single-linkage clustering:  Single-linkage is very 
simple agglomerative hierarchical clustering method. It is also 
called as nearest neighbour method or connectedness or 
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minimum method. Based on distance factor between two 
clusters, it defines minimum distance between an object in 
inner cluster and an object in outer cluster. In Figure 2.1 
shows an example of the single linkage distance between two 
clusters. When small number of object exists between two 
relatively distinct clusters called chaining. In which similarity 
is counted between two or more clusters [9]. 
 

^ɗ,Tsingle     (d1,d2)=arg   min ɗ (x1,x2)                      (1) 
x1 ɛ Td1 
x2 ɛ Td2 

 

 
Figure 1. Single linkage distance between two clusters 

 
Where Td defined as set of training objects allocated 

to cluster. When cluster with many distinct objects may be 
choose for combining with single linkage. 
 
2.1.2 Complete-linkage clustering: 
 

Complete-linkage clustering depends upon the 
dissimilarity between two objects instance from clusters. It 
counts distance between two group is maximum distance 
between an object instance in one cluster and an object 
instance in the other cluster. It is also identified with roughly 
diameters [17].  
 

 
Figure 2 Complete linkage distance between two clusters 

 

Figure 2 describes the distance factor between two 
clusters. It is more useful in real world application. It is very 
complex to even temperate outliers. It formed tightly coupled, 
compact and more suitable clusters. It combines two clusters 
to create a large cluster if size is below to predefined threshold 
values. 
 
2.1.3 Average-linkage clustering: 
 

Average-linkage clustering is working on average 
distance factor between two clusters. It is based on minimum 
variance approach. It is calculated average distance between 
two pairs of the objects in which each pair include one cluster. 
Average-linkage clustering is classified in two categories: 
UPGMA (Unweight pair group method with arithmetic mean) 
and WPGMA (weighted pair group method with arithmetic 
means). WPGMA is used in variant calculation [10]. 
 
2.1.4 Enhanced hierarchical clustering: 
 

Hierarchical clustering [11] is suffered with next 
movement in cluster hierarchy when two points of clusters are 
connected to each other. So enhance version of hierarchical 
clustering has introduced. It is divided in following categories: 
 
2.1.4.1 Balanced Iterative Reducing and Clustering Using 
Hierarchies (BIRCH):  

 
It makes hierarchical data structure called cluster 

features (CF). It performs partition of incoming data points 
using ascending and automatic methods.  It is also known as 
height-balanced hierarchy and used CF based on two factors: 
branching factor B and threshold T which define diameter of 
cluster and each cluster should be less than T. Threshold T 
manages the compress ratio of data. Computational 
complexity of BIRCH is O (N) [12, 13]. 
 
2.1.4.2 Clustering Using Representatives (CURE): 
 

In CURE clusters are represented in various shapes 
and size using number of disperse points. It is identified scope 
of clusters and worked with large scale database. It is 
commonly used for two dimensional databases. It gives good 
result and quality using outliers as compare to BIRCH. CURE 
complexity is 0 (N2 log N). Based on computational 
performance BIRCH is better than CURE. It represents 
clusters with all point and solves the problem of BIRCH that 
uses single centroids to represent clusters. It is reduced noise 
point [14]. 
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2.1.4.3 ROCK (Robust Clustering using links):  
 

It is class of class of agglomerative hierarchical 
clustering algorithms. It use links instead of distance factors. It 
creates better quality clusters than other existing algorithms. It 
is applicable for large datasets [15]. 
 
2.1.4.4 CHAMELEON: 
 
This is agglomerative hierarchical clustering. : 
 

In which clusters are combined only if the 
connectivity and similarity between of two clusters are highly 
correlated with that interconnectivity of the clusters. Using 
graph separation algorithm divided the data into small clusters 
and applied agglomerative hierarchical algorithm to looping 
combining cluster and produced final output. It produced high 
quality clusters with perfect shapes [16]. 
 
2.2 Partition clustering methods: 

 
Partition clustering methods are totally different from 

hierarchical clustering. It represented natural grouping of data 
by single partition. These methods are classified in following 
categories: k -means, k-medoids, and Fuzzy c - means etc 
[18]. 
 
2.2.1 k -means clustering: 
 

It is more applicable partition clustering algorithm. It 
is also called as bench marked and simplest clustering that 
solve clustering problem. It works based on K centroids and 
data set represents using user defined number of K-clusters. 
Initial state is started after selecting K centroids points and 
Clusters centroids points are updated after formation of cluster 
in every cycles. It is also known as greedy algorithm and 
applied iterative methods to change membership’s function. 
To find out closest centroid many proximity measurements are 
used in K-means algorithm. Main selection depends upon 
quality of cluster [18] [19]. 

 
Algorithm: 
 

1. Initialization: Choose k-cluster as initial centroids. 
2.  From k clusters by assigning each point to its closest 

centroid. 
3. Re-compute and recalculate the positions of the k 

centroids. 
4. Perform repetition until convergence criterion is met. 

 
Many choices are used in K-means algorithms such 

as Manhattan distance (L1 norm), Euclidean distance (L2 

norm) and cosine. Euclidean distance (L2 norm) is most 
advanced and popular choice of K-means algorithms. 
Objective function is residual sum of squares (RSS). The 
mathematical representation is discussed below. 

 (2) 
 

Dataset is defined D={x1,x2,…………xN} contains 
of N points. Next cluster is formatted after applying K-means 
clustering by C={C1,C2,….,Ck……,CK}. RSS is represented 
in equation …….. where Ck is the centroid of cluster CK. In 
K-means selection the initial centroids and estimating the 
number of clusters k is more challenging issues.  
 
2.2.2 k-medoids clustering: 
 

The K-medoids clustering algorithm is also known as 
partition around medoids. It provides clustering solution that 
minimizes a predefined objective function. It selects the actual 
data points as the rules. It is more robust to noise. It works 
with minimization of the absolute error criterion. According to 
K-medoids algorithm [20]. 

 
Algorithm: 
 

1. Select   K points as the initial representative objects. 
2. Repeat 
3. Assign each point to the cluster with the nearest 

representative object. 
4. Randomly select a non-representative object xi. 
5. Compute the total cost S of swapping the 

representative object m with xi. 
6. If S<0, then swap m with xi to form the new set of K 

representative objects. 
7. Until Convergence criterion is met. 

 
2.2.3      The K- Medians Clustering: 
 

It is different side of K-means to calculate the median 
for every cluster. It selects K cluster centers to minimize the 
sum of a distance measure between each point and closest 
cluster center. Here L1 norms are used to measure distance. 
The K- medians clustering equation define below [21]: 
 

(3) 
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The K-means clustering equation is represented by S. 
where xij represents the jth attribute of the instance xi and 
medkj represents the median for the jth attribute in the kth 
cluster Ck. It is more robust to outliers as compared to K-
means. 
2.2.4    The K- Modes Clustering: 
 

K-means is unable to work with non-numerical 
attributes. Based on some data transformation methods, k-
means algorithm is applied to find new clusters. The k-means 
algorithm is less effective and did not produce best cluster. So, 
the k-modes clustering algorithm has proposed to avoid the 
limitation of k-means clustering [22]. 

 
Algorithm k-modes clustering: 
 

1. Select K initial modes. 
2. Reparation 
3. From K clusters by assigning all the points to the 

cluster with nearest mode using the matching metric. 
4. Re-compute the modes of the clusters. 
5. Until convergence criterion is met. 

 
2.2.5 Fuzzy k-means clustering:   

 
It is also known as Fuzzy C-Means clustering. The 

existing algorithms are not capable to handle complex datasets 
where there are overlapping clusters. Using fuzzy K-means 
clustering algorithm resolve complex datasets and overlapping 
clustering. In which membership of points to different clusters 
can vary 0 to 1 [23]. 
 

(4) 
 

Where wxik is the membership weight of point xi 
belonging to Ck. Modified steps of Fuzzy K clustering is 
calculated using membership weight based on centroid Ck. 
 
2.2.1.6 Intelligent k-means clustering:   

 
This idea based on principal component analysis 

(PCA).It selects those points farthest from the centroid that 
correspond to the maximum data scatter. The cluster derived 
from anomalous pattern clusters point. It used in extracting 
clusters. It can also be used for initial centroid selection [24]. 

 
Algorithm: 
 

1. Calculate the center of gravity for the given set of 
data point’s cg. 

2. Repeat 
3. Create a centroid c farthest from Cg. 
4. Create a cluster Siter that is closer to c compared to Cg 

by assigning all the remaining data points xi to Siter if 
d(xi,C)< d(xi,Cg). 

5. Update the centroid of Siter as Sg. 
6. Set Cg=Sg. 
7. Discard small cluster (if any) using a pre-specified 

threshold. 
8. Until stopping criterion is met. 

 
2.2.7 Bisecting K-means clustering: 
 

It uses K-means repeating on the parent cluster C to 
determine the best possible split to obtain two child clusters 
C1 and C2. It provides uniform sized clusters [25]. 

 
Algorithm: 
 

1. Repeat 
2. Choose the parent cluster to be split C. 
3. Repeat 
4. Select two centroids at random from C 
5. Assign the remaining points to the nearest sub-cluster 

using a pre-specified distance measure. 
6. Recomposed centroids and continue cluster 

assignment until convergence. 
7. Calculate inter-cluster dissimilarity for the 2 sub-

cluster using the centroids. 
8. Until / iterations are composed. 
9. Choose those centroids of the sub-clusters with 

maximum inter-cluster dissimilarity. 
10. Split C as C1 and C2 for these centroids. 
11. Choose the largest cluster among C1 and C2 and set 

it as the parent cluster. 
12. Until K clusters have been obtained. 

 
III. CONCLUSION 

 
Clustering is more useful in cluster selection and 

formation. Clustering is divided into two categories, 
hierarchical and partitioning techniques respectively. 
Hierarchical techniques are combination of layers nodes and 
each node represents a cluster. Clusters are represented in top-
down or bottom-up style. Partitioning techniques represent 
natural grouping of data by single partition. Further each 
clustering techniques are subdivided in various categories and 
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also discuss the various clustering algorithms that are 
applicable in clusters selection and creation. In future work we 
will implement different clustering algorithm for suitable 
cluster head selection in Wireless Sensor Networks. 
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