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Abstract- In this paper, a novel algorithm for cancelling noise 
from the speech signal is proposed. Least Mean Square (LMS) 
adaptive noise cancellers are widely used to recover signal 
corrupted by additive noise due to its simplicity in 
implementation. But it has limitation when the desired signal 
is strong, that the excess mean-square errors increase linearly 
with the desired signal power. This results in poor 
performance when the desired signal exhibits large power 
fluctuations. Later several algorithms were proposed to 
achieve maximum SNR value with minimum distortion, such as 
normalized least mean square algorithm (NLMS) and variable 
step size least mean square algorithm (VSSLMS). But in 
NLMS algorithm, selection of step size and filter length of 
adaptive filter for different type of noise with different noise 
level (dB) that gives maximum SNR is difficult. This needs 
various trials of step size and filter length to get optimum 
solution. In the proposed algorithm we use the benefits of both 
variable step size (VSS) LMS algorithm and Normalized LMS 
(NLMS) algorithm to deal with this situation. Finally, the 
proposed (VSSNLMS) algorithm yields maximum signal to 
noise ratio (SNR) with minimum mean square error (MSE) in 
simulations which were carried out using MATLAB software 
with different noise signals. 
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I. INTRODUCTION 
 

The goal of any filter is to extract useful information 
from noisy data. A normal fixed filter is designed in advance 
with knowledge of the statistics of both signal and the 
unwanted noise but if the statistics of the noise are not known 
priori, or change over time, the coefficients of the filter cannot 
be specified in advance. In these situations, adaptive 
algorithms are needed in order to continuously update the 
filter coefficient. 
 

Adaptive filtering finds application in noise 
cancellation in speech called as Adaptive Noise cancellation 
(ANC) which involves in time-varying signals and systems. 
ANC is an effective method for recovering a signal corrupted 

by additive noise and it is an important core area of the digital 
signal processing. 

 
Fig.1 shows the basic problem and the adaptive noise 

cancelling solution to it. A signal s(n) is transmitted over a 
channel to a sensor that also receives a noise n0 uncorrelated 
with the signal. The primary input to the canceller is 
combination of both signal and noise s + n0. A second sensor 
receives a noise n1 uncorrelated with the signal but correlated 
with the noise n0. This sensor provides the reference input to 
the canceller. This noise n1 is filtered to produce an output 
y(n) that is as close a replica of n0. This output of the adaptive 
filter is subtracted from the primary input to produce the 
adaptive filter error e(n) = d(n) – y(n). 

 

 
Fig:1 Adaptive Noise Canceller 

 
Probably, one of the well-known algorithms in the 

field of adaptive filtering is the Least Mean Square (LMS) 
algorithm. Simplicity and easy implementation are the main 
reasons for the popularity of LMS algorithm. Some successful 
applications of the LMS filters are: 

1. System identification. 
2. Noise cancellation in speech signals. 
3. Signal prediction. 
4. Interference cancellation. 
5. Channel equalization. 
6. Echo cancellation and it has been widely used in 

noise cancellation. 

II. ADAPTIVE ALGORITHMS 
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Several modified LMS algorithms have been 
proposed in the past years in order to simultaneously improve 
the tracking ability and speed of convergence of corrupted 
signal. They provide an extensive performance evaluation 
Compared to standard LMS algorithms, including the NLMS, 
VSSLMS and other recently proposed LMS algorithms. 
 
A. Least Mean Square (LMS) Algorithm 
 

The Least Mean Square (LMS) algorithm was first 
developed by Widrow and Hoff in 1959 through their studies 
of pattern recognition (Haykin 1991, p. 67). The least-mean-
square (LMS) algorithm is the most widely used among 
various adaptive algorithms because of its simplicity and 
robustness. The block diagram illustrates the general LMS 
adaptive filtering algorithm. Here the adaptation process of the 
filter parameters is based on minimizing the mean squared 
error between the filter output and a desired signal. 
 

 
 
B. Normalised Least Mean Square (NLMS) Algorithm 
 

One of the primary disadvantages of the LMS 
algorithm is having a fixed step size parameter for every 
iteration. This requires an understanding of the statistics of the 
input signal prior to commencing the adaptive filtering 
operation. In practice this is rarely achievable. Even if we 
assume the only signal to be input to the adaptive echo 
cancellation system is speech, there are still many factors such 
as signal input power and amplitude which will affect its 
performance. The normalised least mean square algorithm 
(NLMS) is an extension of the LMS algorithm which bypasses 
this issue by selecting a different step size value, μ(n), for each 
iteration of the algorithm. This step size is proportional to the 
inverse of the total expected energy of the instantaneous 
values of the coefficients of the input vector x(n). 

 
C. Variable Stepsize Least Mean Square (VSSLMS) 

Algorithm 
  
  In the variable step-size algorithm for LMS adaptive 
filtering, Commonly the basic ideas for the variable step-size 
algorithm of LMS are as follows: In the initial stage of 

convergence, step size should be bigger, this makes the 
algorithm has faster convergence speed. Then with the 
deepening of convergent gradually reduce the step size to 
reduce the static error. In the process of research for the 
variable step-size algorithm of LMS, also proposed to make 
μ(n)is proportional to e(n),and proposed to make μ(n)is 
proportional to the evaluation of the cross-correlation function 
for e (n) and x(n),and so on. Practice shows that these 
algorithms can give attention to faster convergence rate and 
smaller maladjustment to a certain extent. Can effectively 
remove the irrelevant noise interference, and have fewer 
parameters and smaller amount of calculation of the algorithm 
itself.  

 
 
D. Variable Stepsize Least Mean Square (VSSLMS) 
Algorithm 
 

The VSLMS algorithm still has the same drawback 
as the standard LMS algorithm in that to guarantee stability of 
the algorithm, a statistical knowledge of the input signal is 
required prior to the algorithms commencement. Also, recall 
the major benefit of the NLMS algorithm is that it is designed 
to avoid this requirement by calculating an appropriate step 
size based upon the instantaneous energy of the input signal 
vector. It is a natural progression to incorporate this step size 
calculation into the variable step size algorithm, in order 
increase stability for the filter without prior knowledge of the 
input signal statistics. This is what I have tried to achieve in 
developing the Variable step size normalized least mean 
square (VSNLMS) algorithm. 
 

III. ANALYSIS OF ADAPTIVE ALGORITHMS 
 
A. Least Mean Square (LMS) Algorithm 
 

The LMS algorithm is a type of adaptive filter known 
as stochastic gradient-based algorithms as it utilises the 
gradient vector of the filter tap weights to converge on the 
optimal wiener solution. With each iteration of the LMS 
algorithm, the filter tap weights of the adaptive filter are 
updated according to the following formula (Farhang-
Boroujeny 1999, p. 141). 
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+	)࢝							 ) = ()࢝	 + 	()࢞()ࢋࣆ									() 
 
Here ܠ(݊) is the input vector of time delayed input values, 
x(n) = [x(n) x(n-1) x(n-2) .. x(n-N+1)]T. The vector w(n) = 
[w0(n) w1(n) w2(n) .. wN-1(n)] T represents the coefficients 
of the adaptive FIR filter tap weight vector at time n. The 
parameter μ is known as the step size parameter and is a small 
positive constant.This step size parameter controls the 
influence of the updating factor. Selection of a suitable value 
for μ is imperative to the performance of the LMS algorithm, 
if the value is too small the time the adaptive filter takes to 
converge on the optimal solution will be too long; if μ is too 
large the adaptive filter becomes unstable and its output 
diverges. 
 

For each iteration the LMS algorithm requires 2N 
additions and 2N+1 multiplications (N for calculating the 
output, y(n), one for 2μe(n) and an additional N for the scalar 
by vector multiplication). 
 
B. Normalised Least Mean Square (NLMS) Algorithm 
 
The recursion formula for the NLMS algorithm is 

)࢝ + ) = ()࢝ +


(ࢀ()࢞()࢞)  ()			()܍()ܠ

 
The output of the adaptive filter is calculated as 

()࢟ = ࢝
ିࡺ

ୀ

)࢞() − ) =  ()												()࢞()ࢀ࢝

 
An error signal is calculated as the difference 

between the desired signal and the filter output. 
()ࢋ														 = ()ࢊ	 −  ()					()࢟	
 
The step size value for the input vector is calculated as 

µ() =


(ࢀ()࢞()࢞) () 

 
The filter tap weights are updated in preparation for 

the next iteration. 
+	)ܟ ) 	= ()ܟ	 	+  (6)         ()ܠ()ࢋ()ૄ
 

Each iteration of the NLMS algorithm requires 3N+1 
multiplications, this is only N more than the standard LMS 
algorithm this is an acceptable increase considering the gains 
in stability and echo attenuation achieved. 
 
C. Variable Stepsize Least Mean Square (VSSLMS) 

Algorithm 
 

The NLMS algorithm exhibits a good balance 
between computational cost and performance. However, a 
very serious problem associated with both the LMS and 
NLMS algorithms is the choice of the step-size (μ) parameters. 
A small step size (small compared to the reciprocal of the 
input signal strength) will ensure small mis-adjustments in the 
steady state, but the algorithms will converge slowly and may 
not track the non-stationary behavior of the operating 
environment very well. On the other hand a large step size will 
in general provide faster convergence and better tracking 
capabilities at the cost of higher misadjustment. Any selection 
of the step-size must therefore be a trade-off between the 
steady-state misadjustment and the speed of adaptation. 
VSSNLMS algorithm overcomes the problem of convergence 
speed and estimation accuracy in real time environment. The 
signal to noise (SNR) ratio is defined as the ratio of the 
average power of the original signal to that of the noise signal. 
The main aim of proposing this algorithm is that with the help 
of SNR, the step size adjustment can be controlled. It is 
efficient to have lesser value of SNR because such a value 
gives the maximized step size that provides faster tracking. At 
the same time, the larger value of SNR results in minimized 
step size producing smaller mis-adjustment.  

 
In the Variable Step Size Least Mean Square 

(VSLMS) algorithm the step size for each iteration is 
expressed as a vector, μ(n). Each element of the vector μ(n) is 
a different step size value corresponding to an element of the 
filter tap weight vector, w(n). 
 
The output of the adaptive filter is calculated as 

()࢟ = ࢝
ିࡺ

ୀ

)࢞() − ) =  (ૠ)						()࢞()ࢀ࢝

 
An error signal is calculated as the difference 

between the desired signal and the filter output. 
()ࢋ												 = ()ࢊ	 −  (8)                 ()࢟	

 
The gradient, step size and filter tap weight vectors 

are updated as 
+	)࢝							 ) = ()࢝	 +  (9)      ()ܠ()ࢋ()ૄ
 
For  i= 0,1,2,3……….N-1. 
Where  ifૄ() > ()ૄ					,()࢞ࢇૄ =  ()࢞ࢇૄ
()ૄ  < ()ૄ					,()ૄ =  ()ૄ

 

D. Modified Variable Stepsize Least Mean Square 
(VSSLMS) Algorithm 
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In the VSNLMS algorithm the upper bound available 
to each element of the step size vector, μ(n), is calculated for 
each iteration. As with the NLMS algorithm the step size 
value is inversely proportional to the instantaneous input 
signal energy. 
 
The output of the adaptive filter is calculated as 

()࢟ = ࢝
ିࡺ

ୀ

)࢞() − ) =  ()				()࢞()ࢀ࢝

 
An error signal is calculated as the difference 

between the desired signal and the filter output. 
()ࢋ																 = −()ࢊ	  (11)                 ()࢟	

 
The gradient, step size and filter tap weight vectors 

are updated using the following equations in preparation for 
the next iteration. 
For  i= 0,1,2,3……….N-1. 

()ࢍ = )࢞()ࢋ −  (
()ࢍ =  ()࢞()ࢋ

µ() = 	µ) − ) + )ࢍ()ࢍ࣋ − )       (12) 

															µ()࢞ࢇ =


(ࢀ()࢞()࢞) () 

     If    ૄ() > ()ૄ					,()࢞ࢇૄ =  ()࢞ࢇૄ
     If     ૄ() < ()ૄ					,()ૄ =   ()ૄ
)࢝ + ) = ()࢝ + µ(14)()ࢍ() 
 
ρ is an optional constant the same as is the VSLMS algorithm. 
With ρ =1, each iteration of the VSNLMS algorithm requires 
5N+1 multiplication operations. 
 

IV. PROPOSED ALGORITHM 
 

Different types of adaptive filtering algorithms have 
been analyzed in the above section. In LMS algorithm, signal 
to noise ratio (SNR) is good in lower orders until the signal 
power is moderate. If the desired signal is having high power 
the excess mean square error of the adaptive filter is increased 
linearly with signal power. This results in the decrease in SNR 
value of the desired signal. To overcome this problem NLMS 
algorithm was proposed But in NLMS algorithm, selection of 
step size and filter length of adaptive filter for different type of 
noise with different noise level (dB) that gives maximum SNR 
is difficult. This needs various trials of step size and filter 
length to get optimum solution. For that reason VSSLMS 
algorithm was proposed. 

  
In this algorithm step size parameter is change in 

accordance with signal to noise ratio. Minimum step size gives 
least mean square error but the rate of convergence is very 
low. If the step size is chosen large, it gives better 

convergence rate of adoption but results in high mean square 
errors. 

  
To overcome this problem we proposed a modified 

variable step size LMS algorithm by using the benefits of both 
NLMS and VSSLMS algorithms, and also proposed a new 
algorithm(COMBINED ALGORITHM) by combining all the 
above four algorithms to find out the suitable algorithm by the 
requirements of the user needed. This algorithm helps to 
choose the right algorithm for the right time. That can be 
explained in detail as below 
 
Command window results: 
Enter the filter order: 128 

 
 
  Maximum SNR in VSSNLMS=73.2018 
  Minimum DISTORTION in VSSLMS=-17.658 
  Minimum MSE in VSSLMS=0.0046 
  Maximum RMS in LMS=0.1309 
 

From the above table we observed that keeping all 
other parameters constant, maximum SNR value is observed 
in VSSNLMS algorithm and minimum mean square error in 
VSSLMS algorithm. That means depends on the requirement 
of the user (weather required maximum SNR OR minimum 
distortion OR minimum mean square error) he can choose the 
appropriate algorithm. One more important thing to observe is 
the overall execution time for this program is less compared to 
the sum of the individual time required to execute each 
program. The results of the proposed algorithm is shown in the 
simulation section. 

 
V. SIMULATION RESULTS 

 
SPECIFICATIONS: 
 

1. Voice signal: song (15 sec length).  
No. of samples in voice signal (N): 661504. 
Voice signal size: (661504 X 2 double). 

2. Noise signal: applause noise.  
No. of samples in noise signal (M): 456457. 
Noise signal size: (661504 X 2 double). 

3. Step size parameter (mu): 0.1. 
4. Initial weight vector (w): zeros of vector size (128 X 

1). 
5. Primary signal = voice signal+ noise signal.  

Primary signal size: (661504 X 2 double). 
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6. Reference signal= noise signal + 0.25*random noise. 
Reference signal size: (661504 X 2 double). 

7. No. of iterations =N – order of the system. 
                              =661504-128 =331372 

 
RESULTS: 

 
1. Input voice signal and primary signal 

 

2. Reference noise and desired output(lms) 

 
3. Nlms output 

 
4. Vsslms output 

 
5. Vssnlms output 

 

VI. COMPARISON OF ALL ALGORITHMS 
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Graphs: 
 

 
 

 

 
 

 
 

VI. CONCLUSION 
 

In this paper an COMBINED LMS ALGORITHM 
along with the improved VSSLMS algorithm based on step 
size, filter order and signal to noise ratio (SNR) of speech and 
reference noise signal for updating weights of adaptive filter is 
proposed. Proposed algorithm shows improved performance. 
From rigorous experimental analysis and testing we conclude 
that proposed algorithm outperforms LMS NLMS and 
VSSLMS algorithms in terms of SNR, MSE and distortion. 
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