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Abstract- Document Clustering is becoming vital for obtaining 
good results using unsupervised learning methods 

 
The approaches such as extractions and clustering 

are being increasingly used to improve the Document 
Clustering techniques. These approaches help reduce the 
problems in designing a general purpose document clustering. 
 

The traditional fuzzy clustering methods are not 
suitable for sentence clustering because it is difficult to depict 
most of the sentence similarity measures in a common metric 
space. An enhanced Fuzzy clustering algorithm can be applied 
to the sentences of data sets to group the related sentences and 
documents. 

 
This paper discusses two major sequential stages in 

Web Document Clustering “Extraction Features and Fuzzy 
Clustering Algorithm” as well as the major challenges and the 
key issues in designing extraction features and clustering 
algorithms. 

 
These methods aid performance enhancement and 

help speed up the solving of crimes by the law enforcement 
officers and detectives. 

 
In addition to web text domains, these algorithms can 

be incorporated for applications such as forensic analysis, 
data mining, bio-informatics, content-based or collaborative 
information filtering, social media, trend analysis, market 
analysis, banking sector and so forth. 
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I. INTRODUCTION 

 
Web documents are heterogeneous and complex. 

There exist complicated associations within one web 
document and linking to the others. The high interactions of 
terms within the documents show imprecise and abstruse 
meanings. A systematic and efficacious clustering method to 
discover latent and coherent meanings in context is a must. A 
way to discover the contextual meaning in the web documents 

includes using a fuzzy linguistic topological space along with 
a fuzzy clustering algorithm 

 
Document Clustering is one of the most commonly 

used methods for detecting topics/events or types of crime 
documents. Document clustering composed of three main 
processes. The first process is pre-processing of documents 
which discard irrelevant words and symbols from the 
document. The second process is to extract the most important 
information called ‘Feature' from the document. The last 
process of document clustering includes applying the Fuzzy 
clustering algorithm to the groups of documents consisting of 
topics/events or types documents based on the similarities 
among the documents. 

 
This study looks forwards to restrict Document 

Clustering to two stages (Extraction of Document and Fuzzy 
cluster algorithm). Document Clustering is a popular area in 
the field of research and has been studied for ages, so it 
requires more improvements. 
 

II. RELEVANCE IN CURRENT SCENARIO: 
 
In Web clustering, thousands of files are usually 

scrutinized to reach  a conclusion. The data in these files 
usually consists of unstructured text. It is difficult for 
computer examiners to perform the analysis of such 
documents. The Automated methods of analysis are of huge 
interest in such context. The algorithms for clustering 
documents can aid in the discovery of new and useful 
knowledge from the documents under analysis. 

 
 We present an approach for clustering algorithms for 

analysis of computer documents. The proposed approach has 
been previously illustrated by researchers by carrying out 
comprehensive analysis using well-known clustering 
algorithms. These include algorithms such as K-means, K -
medoids, CSPA that is applied to data sets obtained from 
computers seized for performing investigations. The analysis 
has been performed with different compositions of parameters. 

 
These methods have a lot of limitations associated 

with them. Our model depicts that Feature Extraction and 
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Fuzzy Logic algorithms for web document clustering give the 
best results. If suitably initialized, both the algorithms (Feature 
Extraction and Fuzzy Logic) can also yield very good results. 
Also, we present and discuss several practical results which 
can be helpful for researchers and practitioners of forensic 
computing. 

 
III. METHODOLOGY 

 
The first step includes creating an interactive web 

crawler. The crawler searches the different web pages and 
collects the data from them and then data are saved in text 
format. Now, the folder in which the web data is stored is 
given as the input to the system. The system performs pre-
processing on the data for extracting the features like Term 
Weight, Numerical data, Title sentence, Nouns and then 
applies the fuzzy logic to get the feature scores classification 
pattern. This is given to the weighted matrix method which 
creates semantic clusters for the web page documents. 

 
Here in this chapter, we are giving complete focus on 

the design of the system. Each and every stage of the proposed 
system is well narrated here. Along with the explanation, the 
complete system is well presented using the system 
architecture. 

 
The following four steps show the working of the 

complete system: 

Figure1. System Architecture 
 

1. Pre-processing. 
 
Data Pre-processing improves the data quality. Pre-

processing is vital step in data mining applications as it 
reduces the size of the data required for processing. This 
reduced size minimizes the cost and space complexity of the 
system. Generally, pre-processing is composed of three steps. 
 

Special symbol removal: 
 
Here, all the special symbols from the content are 

removed, e.g. !, @, #, $, % etc. These special symbols should 
be removed as they do not contribute to result generation. 
Stop words: 
 

Stop words are supporting words in the content used 
to bring the semantics in the sentence. Discarding the words 
doesn't change the meaning of the sentence too much. Hence, 
they are removed here by maintaining a repository for 
comparison. This repository has 500+ stop words.  
 
Stemming: 

 
The word is derived using stem. Generally, the words 

are derived from making the proper use of tenses. These stems 
unnecessarily increase the system cost. Hence, they are 
removed over here. There is no stemming algorithm which 
gives 100% accuracy. 

 
2. Feature Extraction. 

 
Feature extraction is an essential step in data mining. 

It extracts the required data i.e. features from the huge set of 
data. Here in our proposed work we extract four features: 
 
Title sentence: 

 
Title sentences represent the first sentence of the file 

content. The reason behind this extraction is to give a proper 
name to the cluster. Each cluster is named by the title 
sentences.  
 
Numeric data: 

 
Numeric data play an important role in file content as 

most of the important data are represented using numerical 
values. Therefore, the numerical values are extracted from the 
file content.  
 
Proper nouns: 

 
Proper nouns are the words which represent person or 

place. This extraction is performed using a dictionary. The 
API provides all the necessary functionalities to use this 
dictionary. 
 
Top words: 

 
Top words are important words in the sentence. Here, 

in this feature the frequency of the each word is found. 
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Consider, the word which repeats several times as it will have 
more weight in the file content. 

 
3. Master matrix creation. 

 
In this step, we take all the extracted features as 

input. Then, we create a matrix using these features.  A 
Particular feature of each file is compared with the feature of 
the other file. In this way, all four features are compared with 
four features of another file. This comparison leads to feature 
score of each file with another file.  
 
4. Fuzzy logic. 

 
The input from the matrix is the generated score. We 

calculate the smallest and biggest scores. We calculate exactly 
five ranges starting from smallest the value and ending with 
the largest value. Now assign the score to score calculated in 
master matrix step and check the score in these five ranges. 
Once, the scores have been calculated a threshold of say ‘2' is 
set. The file having threshold more than two is added to the 
cluster and discards the file which fails to satisfy the 
condition. 
 

IV. RESULTS AND DISCUSSIONS 
 
To show the effectiveness of the system, we conduct 

an experiment is on Java 1.6 based machine using Net beans 
as an IDE. The Windows machine should preferably have 
2GB RAM and 500GB HDD. After performing the 
experiment by providing files from different categories such 
as text, Pdf, and doc the following is observed. 

 

 
Table 1: Time required against numbers of documents 

 
Figure 2: Performance measurement 

The graph above represents the clustering time. From 
the graph, we can conclude that as the numbers of documents 
increase the required time is also increased. 

 
V. CONCLUSION 

 
The basic need of applying clustering techniques on 

web document arises mainly because it is difficult to cluster a 
huge number of the web pages semantically. The application 
developed examines thousands of files. Most of the data in 
these files consist of unstructured text, whose analysis by 
human examiners is difficult to be performed. We present an 
approach that applies web document clustering algorithms to 
web documents analysis. Also, the approach produces several 
practical results that can be very useful for researchers and 
practitioners of forensic computing. 

 
In the future, additionally to web text domains, this 

application can be extended to applications such as forensic 
analysis, data mining, bio-informatics, content-based or 
collaborative information filtering, social media, trend 
analysis, market analysis, banking sector and so forth. 
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