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Abstract- Cloud Computing provides utility oriented IT 
services to the users. This is based on a Pay-As-You-Go 
approach, thereby it enables hosting of applications from 
clients. Data Center hosting cloud applications consume huge 
amount of energy. Hence Energy Consumption by Data Center 
Servers is a growing issue. In this work, measurement of 
energy consumed by different components, such as, CPU, Disk 
Input-Output operations and network activity are done. 
Estimation of energy consumed by multiple components is 
based on load. And gives comparisons of energy consumed 
due to network connection and without network connection. 
Experiments done on two different scenarios: one is on 
Isolated Server (no network) and another one is with a 
network connection. Finally energy versus time graph is 
obtained for client-server application. 
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I. INTRODUCTION 
 

Cloud Computing delivers IaaS, PaaS, and SaaS. 
These services are helpful for users as a payment-based 
service under the Pay-As-You-Go form. Clouds aim is to 
design server farms by designing them as system of 
application, database, equipment and client interface, so 
clients can get to and send their applications from anyplace  
with respect to cost and Quality of Service. Companies like 
Amazon, Google, Microsoft, Yahoo! and many more have 
deployed data centers on cloud, which housing tens of servers. 

 
Data centers are meant to be as a place where 

computer related resources and data are stored. To access the 
resources users do not require physical connection. There are 
certain challenges to maintain Data Center, they are, 
improving utilization of Power and Space, Maintaining 
availability and Uptime, managing energy usage and Costs 
and Reporting reduced operating expenses.  

 
In this proposed approach, we are concentrating on 

measurement of energy consumed by data center server 
components. Here estimation of CPU, Disk and Network 
activity energy consumption is carried out based on load. 
There are three types of load generated during Put, Get and 

Delete operations; they are load on memory, load on disk and 
load on network. 

 
Main results: (1) proposed methodology calculates 

energy usage of a server component used for Get, Put & 
Delete operations. (2) Experimental result shows the highest 
energy consumed component in the server system. 

 
II. RELATED WORK 

 
There is an expansive collection of work in the field 

of demonstrating server power utilization and its parts, both 
hypothetical and exact. The vitality utilization of servers has 
been expected as direct, where utilization depended mostly on 
CPU and straightly on its usage [1] [2]. 

 
Distinctive technique accessible to diminish vitality 

with lessened clock pace, for example, decreasing the voltage 
or utilizing reversible or adiabatic rationale. Consider three 
sorts of booking calculations. (1)Unbounded-delay impeccable 
future, (2) Bounded-delay restricted, and (3) Bounded-delay 
constrained. These calculations change the CPU clock speed 
while booking choices are made, with the objective of 
diminishing time squandered in the unmoving circle while 
holding intuitive reaction [2]. 
 

Unbounded-delay immaculate future takes the whole 
follow, and extends the run times to fill the unmoving times. 
Power reserve funds were constrained by the base velocity, 
accomplishing the greatest conceivable investment funds over 
the period. This calculation is unrealistic and undesirable. It is 
unrealistic in light of the fact that it requires flawless future 
information of the work to be done over the interim. It is 
undesirable since it creates expansive deferrals in runtimes of 
individual employments without respect to the requirement for 
compelling reaction to continuous occasions, for example, 
client keystrokes or system parcels [2]. 

 
FUTURE is like OPT, with the exception of it looks 

into the future just a little window and advances vitality over 
that window, while never postponing work past the window. It 
is expected that all unmoving time in the following interim 
can be wiped out, unless the base rate of the CPU is come to. 
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FUTURE is unfeasible, in light of the fact that it utilizes future 
information. It is attractive, in light of the fact that no ongoing 
reaction is ever deferred longer than the window [2]. 

 
PAST is down to earth rendition of FUTURE. It 

looks an altered window into the past and expects the 
following window will resemble the past one [2]. 
 

Consider recurrence in the examination [3]. To begin 
with consider CPU power usage, which relies on upon the 
quantity of working centers, the CPU recurrence and the CPU 
load. Vitality utilization with a solitary working center at 
consistent recurrence can be nearly approximated by a straight 
capacity of the CPU load. The energy utilization for a settled 
CPU burden is minimized by utilizing the most elevated 
number of centers and the least recurrence. 
 

The vitality utilization for perusing and composing 
relies on upon the CPU recurrence and the I/O square sizes. 
While vitality utilization because of perusing is not influenced 
by piece estimate but rather scarcely influenced by the CPU 
recurrence, where as composing increments with the square 
size [3]. 

 
  The vitality utilization and productivity of Network 
interface card, in transmission and gathering relies on upon the 
CPU recurrence, the bundle size and the transmission rate [3]. 
 

III. PROPOSED METHODOLOGY 
 

Estimation strategies used to portray the vitality 
utilization of CPU action, circle access (read and compose 
operations), and system movement are depicted in this area. 
Begin estimations by profiling the CPU vitality utilization 
because of CPU burden. Subsequently, layout the other two 
parts, that is, circle and system. Benchmark and screen vitality 
utilization is measured by the Joulemeter device when it is 
begun. Here CPU estimations are of primary significance with 
a specific end goal to assess alternate parts, on the grounds 
that each time that we run a script to profile the conduct of 
another segment, some CPU cycles are required to execute it 
and additionally to utilize the segment that needs to perform 
the undertaking.  

 
The estimation procedures used to portray the force 

utilization of CPU movement, Disk get to and Network action 
depend on recurrence and burden. Total energy consumption 
is a sum of all the components energy consumption. 

 
Total EC = ECPU  + ED  + EN 

 

Aim of this proposed system is to estimate the energy 
consumed by Data Center Servers, by measuring the usage of 
different server components energy consumption. 
 
1. System setup 
 

 
Figure 1: Proposed system architecture 

 
One prerequisite for the experiment is to have 

windows machines and Joulemeter software to obtain energy 
values. Fix the frequency level at this tool and perform 
calibration before measuring energy consumption for 
particular operations. Because baseline and monitor energy 
values are important to obtain before starting application and 
also when system is idle. Once we have done calibration and 
fixed frequency, it is possible to start application to measure 
the energy utilization by this particular application and start 
saving those values. System architecture is shown in figure 1.  
 

It includes single server with many clients.  Clients 
are meant to generate load on server system. Components 
considered are CPU, Disk and Network. Server system should 
be connected to Joulemeter to obtain values.  
 

To characterize energy measurement Put, Get and 
Delete operations are performed based on hashing technique. 
Figure 2, 3 and 4 shows algorithm for put, get and delete 
operations respectively. 
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Figure 2: Algorithm for put function 

 

 
Figure 3: Algorithm for get function 

 

 
Figure 4: Algorithm for delete function 

 
2.   Joulemeter 

 
A software instrument that approximates the power 

consumption of the computers is known as Joulemeter. It trails 

computer resources, like CPU utilization, screen brightness 
and estimates the power usage. 

 
Computation of energy costs have grow to be 

important, because they express blow on the power 
provisioning rate for computing infrastructures, the operating 
expense of servers and venture buildings and also battery 
verve for laptops and mobile devices. The Joulemeter 
development focuses on following features related to energy 
optimization: 

 
Modeling 

 
Joulemeter estimates the power usage of a VM, 

server or software application. It impacts the power 
organization of a variety of components, like the CPU, Screen, 
Memory and Storage on total power use. 

 
Optimization 

 
Joulemeter helps to get better power provisioning and 

expenditure costs in diverse scenarios ranging from data 
centers, enterprise computing and battery operated machines.  

 
3. CPU 

 
In order to assess the CPU power utilization client 

server script application is used to generate load on server 
system. Based on this load, energy measurement is done for 
CPU activity. Before starting this application, look at the 
Joulemeter tool, where it shows some watts of energy is 
utilizing by the system CPU. That is when system is in idle 
state, some part of CPU energy will be in use for the operating 
system operations. 
 
4. Disk 

 
The energy consumption of the disk was evaluated 

using client server script designed for reading and writing, as 
it permits us to read files, write files, manage the range of the 
blocks for writing or reading, manage the amount of blocks 
written or read and compel the consign of writing process after 
each block in order to decrease the outcome of OS caches and 
memory. Put, Get and Delete operations are performed using 
hashing technique to generate load on server Disk. This disk 
operation consumes less energy compare to CPU and baseline 
energy but it is not negligible. 

 
5. Network 
 

In order to assess the involvement of the network to 
the energy utilization, experiment is done based on a client-
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server script. Server program will be run on one system and 
client will be run on another system. Joulemeter tool is linked 
to server system to collect data. During this experiment load 
will be generated on CPU and also Disk. Then subtract the 
values from the data collected during without network 
connection. This value will be very small when compared to 
CPU and Disk utilization. 
 

IV. IMPLEMENTATION 
 

This section gives the experimental results for client 
server application. Experiment is carried out for two different 
scenarios. One is without network connection and another one 
is with network connection.  

 
In the first case experiment is carried out without 

network connection. Both server and client will run on same 
system. Joulemeter tool will be turn on and at the client side 
operations such as get, put and delete are performed to 
generate load on server. CPU and Disk energy utilization will 
be obtained based on load on server.   

 
In the second scenario, experiment is done with 

network connection. That is server program is run on one 
system and client program will run on another system. 
Joulemeter is turn on in server system. Operations like put, get 
and delete are performed at the client system and 
simultaneously load will be generated at the server system. 
CPU and Disk energy utilization is obtained based on load. 

 
Figure 5 shows the results for load on server CPU 

and Disk without network connection. 
 

 
Figure 5: Load on server system without network connection 

Figure 6 shows the results for load on server CPU 
and Disk with network connection. 
 

 
Figure 6: Load on server system during network connection. 

 
Figure 7 shows the Graph for energy utilization 

obtained for CPU, Disk. And it also shows total energy 
consumption, Monitor and baseline utilization. 
 

 
Figure 7: Graph for Energy utilization by server system. 

 
Series 1 indicates total energy, 2 indicates CPU 

energy, 3 indicates monitor energy, 4 indicates Disk energy 
and 5 indicates baseline energy consumption. 
 

Figure 8 shows that among CPU and Disk, CPU 
utilizes more energy compared to disk. 
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Figure 8: Graph shows the CPU and Disk energy utilization. 

Where CPU utilization is more compared to Disk. 
 

Series 1 indicates CPU energy and series 2 indicates 
Disk energy consumption. 

 
From the above two graphs, it shows CPU energy 

utilization is more compared to Disk. And Monitor and 
Baseline energy consumption is constant. Graph is plotted 
as time versus energy utilization. Time is in milliseconds, 
energy utilization is in watts. 

 
V. CONCLUSION AND FUTURE WORK 

 
This proposed method gives the study of components 

energy utilization for windows platform. From the experiment 
it shows CPU consumes more energy and Disk consumes less 
energy compared to CPU and it is not negligible. Monitor and 
baseline energy is calculated and it is constant. During 
Network activity also CPU energy consumption is more. 

 
In future it is possible to obtain energy values for 

different platforms and if experiment is carried out for 
different hardware configuration, then it is easy to predict the 
best hardware configuration, which consumes less energy. 
Experiment can be carried out for Virtual machines. And also 
Experiment can be done for different applications, such as  big 
data applications. 
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