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Abstract- In this paper, we are going to investigate a new way 
to search the most evident co-clusters of users and the 
corresponding web pages in the web log dataset using 
frequent super-sequence mining technique. In our project we 
are going to do mining on the Weblog and then co-cluster the 
user sessions so as to get a good recommendation and report 
generation for business analysis. Through experiments it is 
important to mine the weblog and web content mining. In our 
research, we are going to investigate web pages structure and 
find the most evident groups of users and web pages. 
Nowadays, big data is everywhere. Facing huge amount of 
web logs, it is not always necessary to group all the users in a 
web log dataset into different clusters, sometimes, finding out 
the major dominant user groups and the corresponding web 
pages is more important. We find interesting result which give 
helpful information. There are three kinds of mining on 
weblog data which are web usage mining, web structure 
mining .We are using structure mining for finding real-time 
clusters. 
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I. INTRODUCTION 
 

Clustering analysis on web log datasets is important 
and useful .For example we can find user interest by 
collaborating them in groups with using web log data and 
transaction. Clustering analysis is to collect data from dataset 
and gather into understandable and useful form. The dataset 
contains variety of instances in relation to features. Thus 
clusters can be form either on feature or instances .For 
instances in dataset of papers, the papers can be grouped 
according to the meaningful words or else, the words can be 
grouped according to the papers to which they belong. 
Subsequently, we may also want to combine similar papers 
and to discover their related words as clusters. The discovery 
of doing clustering on both instances and features is called co-
clustering. The grouping of web users and pages can be done 
concurrently using sequential data, which can be used to relate 
user with their user sessions. Many times we do not need to 
combine all the user sessions into various clusters. Instead, we 
only need to discover the prominent groups, which is partial 
clustering. 

 

In this paper, we are doing investigation of finding 
the necessary partial co-clustering which is most evident co-
clusters on datasets. The reason of using partial co-cluster, the 
web users and web pages is we want detect evident co-cluster 
in it. Empirical work focused on how to cluster all elements in 
a domain or to acquire each element that could be categorized 
to belonging group. In the big data world, to analyze each and 
every detail in the dataset is impractical, while finding the 
most useful and evident information is more complicated. 

 
II.RELATED WORK 

 
Clustering is important process to extract and analyze 

useful information. Previously clustering methods used such 
as K-means and Pattern-Oriented Partial Clustering was 
grouping the sequence of web pages 123 and 321 in same 
cluster. But there might be the case that these sequences 
actually belong to different clusters. Also traditional clusters 
used to group the users but not webpages related to the users 
simultaneously. Suppose one sequence of web pages is 1234 
and other sequence is 678.Suppose the user who visit 4 is also 
visiting 5 but others users 123 are not visiting. In the previous 
situation, it is possible that web page 5 is not reachable to 
users of pages 123,so they are directly visiting next web page. 
We can merge the sequence 1234 and 678 by advertising the 
web page 5 to users who visit web page 4. 

. 
III.EXAMPLE 

 
Table 1 shows a simple example of a web log history, 

the first column is the user’s session ID, we can think of them 
each as a different user. The second column shows the 
sequences of web pages they visited. If we would like to 
cluster these users and web pages into groups, we can see that 
user 1, 2 and 3 can be grouped together with web page W1, 
W2, W3 and W4 since 1 and 2 both visited web page W2 and 
W3 while 1 and 3 both visited W1 and W2. We can also group 
user 4 to them. We can see that user 4 is more close to 5 since 
they have W5W4W6 as common pages. At last we have user 6 
is not belonging to any of the previous two groups. The two 
dominant co- clusters are [(1,2,3),(W1,W2,W3,W4)] and 
[(4,5),(W2,W5,W4,W6)]. If we look closer, we found that D 
does not contribute as much as the other web pages in the first 
group, so did B in the second. So we may update the two 
groups as [(1,2,3),(W1,W2,W3)] and [(4,5),(W5,W4,W6)]. 
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IV. PPROPOSED SYSTEM 
 

A sequential dataset is a collection of sequence(s) of 
ordered elements or events.[6] As an example, let us consider 
web log sessions in Table 1. Each web session is an ordered 
sequence of web clicks, i.e., two consecutive pages W1W2 
means that a user first visited page W1 and then page W2. In 
this example, traditional FPM algorithms (e.g., Apriori, 
downward closure) would identify W1W2 and W5W4 as the 
most frequent sub-sequence patterns as they appear three 
times in the dataset. Finding such frequent sub-sequences can 
be helpful for analyzing the most common structures and 
improving the performance. For example, by analyzing the 
traversal patterns in a web server’s log, one can gather 
important information such as the most popular pages which 
are likely to be visited together. 

 
Table 1: An example of web log sequences. 

 
 

Table 2: An example of sequential dataset consisting of web 
log sessions. 

 
 
Web log dataset denoted by S={S1, S2, ..., SN} 

where Si = {v1, v2, ...,vli} is a sequence of ordered web pages 
the users visited in each session. W = {v1, v2, ...,vn} be the 
complete set of all the web pages 
 
Behavioral segmentation example- 

s1: 1->2->3->26->4 
s2: 16->17->18 
s3: 3->4->5->6 
s4: 12->13->14->15 
s5: 5->6->7->1->2 
s6: 17->24->18 ->19 

 
Step 1. First, we create the elementary clusters c1, c2, c3, c4 
that contain overlapping sequences. 

 
 
Step 2. We can merge the clusters c1, c2, and c3 since the 
sequences they contain overlap between the clusters 
 

 
 

V. EXPERIMENTS AND RESULTS 
 

     We use an real-time web log dataset consisting of 
multiple sequences (sessions) and analyze the partial co-
clusters in it. The dataset is one month’s worth of all HTTP 
requests to our Online Shopping Portal server. We processed 
the original file into a file in  the sequences format, where 
each sequence is a session of user’s html page requests with 
user name and their shopping details. We eliminated the 
irrelevant items by checking the suffix of the products. For 
instance, all product entries with suffixes such as, product 
_name(ing),(ed),date of shopping are removed. 

 
There are 1022 sessions and more than 60 products 

sale in the processed dataset. All of the experiments are run on 
Intel Pentium CPU with 4Gb memory. We ran the super-
sequence searching algorithm in to search super-sequences. 
We first formed the clusters of users based on product 
similarity and then we co-clustered by considering super-
sequences not only based on product but also on users. The 
plus point of this algorithm is ,it automatically makes the 
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decision of how many co-clusters should be formed based on 
real-time dataset. 

 
VI. CONCLUSION 

 
       We have solved the problem of clustering web 

access sequences with more efficiency. Due to the limitations 
of the existing clustering methods mostly large amount of time 
for clustering and limited grouping probabilities, we are 
providing a modified algorithm, which uses frequent patterns 
to generate both clustering model and cluster contents. The 
algorithm iteratively merges smaller, similar clusters until the 
requested number of clusters is reached or you can get more 
general clusters. An important feature of the algorithm is that 
it does not only divide the web users into checking if it 
contains patterns from any of the clusters descriptions. If the 
new user access path contains patterns from different clusters, 
then it belongs to many clusters with different membership 
probabilities .Thus we are not only clustering members on 
similarity but also on their access pattern. Clusters also 
delivers a classification model that can be used to classify 
future web users. Since the model is formed by a set of 
frequent patterns to be contained, the classification of a new 
web user access path simply consists in checking to which 
cluster they belong.  
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