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Abstract- Last decade has witnessed wide growth of Mobile 
ad-hoc networks (MANETs). Mobile ad-hoc network is self-
configurable and adaptive. MANETs use wireless connections 
to connect various networks. There are number of issues and 
challenges in a mobile ad hoc network. Due to many number 
of nodes transmitting packets over the network, the chances of 
losing the packets over the network increases to a great extent. 
Also, with the increase in size of data packets, the congestion 
over the network increases which may lead to packet loses. In 
this paper, various link failure recovery and congestion 
control techniques have been discussed. 
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I. INTRODUCTION 
 

Ad-hoc Network is defined as the collection of two or 
more wireless devices which have the capability of 
communicating with each other without the help of any 
centralized administrator. These networks are generally 
referred to as MANETs (Mobile Ad-hoc Networks). MANETs 
consists of collection of nodes which are free to move within 
the network and each node acts not only as a terminal but also 
as a router that has the functionality to forward the data. 
Mobile nodes can communicate directly via wireless link if 
they are within each other’s radio range and if not, they rely 
on other neighboring nodes which act as routers to relay [1]. 
In MANET each node (Mobile Device) acts as a router, which 
helps in forwarding packets from a source to destination. 
MANET nodes can be personal devices such as laptop, mobile 
phones etc [2]. Mobile ad-hoc networks are suited for use in 
situations where an infrastructure is unavailable or deploy one 
is not cost effective.  
 

The designing of a reliable and efficient routing 
strategy is a very challenging problem in MANETs because of 
their mobile nature and limited amount of resources. In order 
to use these limited resources efficiently, an intelligent routing 
strategy is required which should also be adaptable to the 
changing conditions of the network, like, size of the network, 
traffic density and network partitioning [2]. Mobile ad-hoc 
network shows unexpected behavior with multiple data 
streams under heavy traffic load such as multimedia data when 
it is send to common destination. The main reason for packet 

loss, protocol overhead, and delay to find new route in 
MANET is due to congestion. So, In order to deal with all 
these issues, the routing in MANETs needs to be congestion 
adaptive due to these problems service quality is affected. .  
 

 
Fig. 1: Mobile Ad-Hoc Network 

  
One of the most important and a difficult mechanism 

to maintain in ad hoc networking is the routing mechanism. 
An ad hoc routing protocol is nothing but an agreement 
amongst nodes as to how they control routing packets amongst 
themselves [7]. The nodes in an ad hoc network discover 
routes as they do not have any prior knowledge about the 
network topology routing protocols in MANETs are classified 
into three different categories according to their functionality: 
1. Reactive Routing Protocol: It is also called the On 

Demand routing protocol. They don’t maintain routing 
information or routing activity at the network nodes if 
there is no communication. It means that it creates the 
routes only when desired by the source node. E.g. AODV, 
DSR. 

2. Proactive Routing Protocol: It maintains the routing 
information even before it is needed. They attempt to 
maintain up to date information from each node to every 
other node in the network [8]. Routes information is 
generally kept in the routing tables and is periodically 
updated as the network topology changes. 

 
II. LINK DETECTION TECHNIQUES IN MANET 

 
1. It consists of a mechanism of link failure forecast in 

process of data transmission. The strength of the packet 
signal, which the node receives may be defined as: 
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pr, pt are the Strength of received and transmitted signal, 
Gr, Gt are the antenna gain of receiver and transmitter , 
Hr, Ht are the antenna altitude of receiver and transmitter 
respectively, d is the distance between sending and 
receiving node 

 
 

2. A link prediction algorithm to predict the time after which 
an active link will break. This is done by estimating the 
time at which received signal strength of the data packets 
will fall below a threshold power. The received power 
level below the threshold indicates that the two nodes are 
moving away from each other’s radio transmission range. 
The prediction of link break warns the source before the 
path breaks and the source can rediscover a new path in 
advance. In this approach, three consecutive 
measurements of signal strength of packets received from 
the predecessor node are used to predict the link failure 
using the Newton divided difference method [12]. The 
Newton interpolation polynomial has the following 
generalized expression. 

 
III. DETECTION OF FAILED LINK IN MOBILE AD 

HOC NETWORK 
 

Ad hoc routing protocols may detect broken links 
using 1) hello messages , 2) feedback provided to the protocol 
by the MAC layer and 3) passive acknowledgements.  
 
1. Hello messages  
 

The reason of using hello messages to determine link 
existence come from the assumption that receiving of a hello 
message signifies link availability with the source of the hello. 
This method works well on wired networks, which suffer from 
few packet losses and topology changes. In order to keep up 
routes, AODV usually demands that each node transmits a 
hello message at regular intervals (if the node has not 
broadcasted any other control messages during the previous 
second), with a default rate of e.g. once per second. Inability 
to receive three successive hello messages from a neighbor is 
interpreted as a sign that the link to the given neighbor is 
failed. When AODV is run over IEEE 802.11, Hello messages 
do not need to be used due to the MAC layer feedback of 
unreachable next hops. When combined with the other MAC 

protocols, however, Hello messages are needed since such 
feedback is not available. Many current implementations of 
routing protocols rely on hello messages.  
 
2. MAC Feedback  
 

Alternatively, the AODV standard proposes that a 
station may use MAC layer methods to find out link failures to 
neighboring nodes. This approach gives the routing protocol 
the possibility to quickly find broken links. MAC layer 
feedback are callbacks to the network layer sent by the MAC 
layer explicitly declaring a transmission error indicating that a 
packet could not be forwarded to its next hop node.  
 
3. Passive acknowledgements  
 

If MAC layer feedback is not available, DSR 
specifies other approach, known as passive acknowledgments, 
in which a node, after a packet transmission to the next hop on 
the route, continues to listen the channel and overhears 
whether the next hop forwards the packet further along the 
path. If it doesn’t hear the forwarding of the packet during 
predefined time, it draws a conclusion about link failure. The 
mechanism of passive acknowledgments suffers from the fact 
that it requires from WLAN network cards a support of 
promiscuous mode, which is extremely energy-expensive. 
Ericsson Simulation Work[10] showed that a low power 
devices such as Bluetooth consume roughly 50% more energy 
as the receiver would frequently need to decode all packets 
besides its own packets.  
 
Local Route Repair Algorithm Based On Link Failure 
Prediction In Mobile Ad Hoc Network [10]  
 

AODV has been proposed by IETF and it is intended 
for use by mobile nodes in an Ad Hoc Network. It provides 
local repair to recover the route when a link break in an active 
route occurs. But local repair is only performed when a node 
has already detected broken link and the detection consumes 
too much time. There is also other proposal in which the node 
listens in all frames including data packets and routing control 
packet to maintain local route cache. The fast route discovery 
and local recovery is achieved by local route cache when a 
broken link occurs. The drawback of this scheme is that nodes 
maintain backup routes would consume additional energy. 
LRR scheme assumes that the relative movement of only one 
node on the route causes the link error. AODV-BR is the 
modified protocol from AODV literally. The basic route 
discovery process has not been changed. In this, every node in 
the network operates as promiscuous mode. The continuous 
operation in a promiscuous mode can cause excessive energy 
consumption and reduce network efficiency. Some researchers 
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use directional antennas to improve routing. But in reality 
most of the antennas are Omni-directional antennas.  
 
Improving Reliability of Packet Delivery in MANETs by a 
Holistic Routing Approach[13]  
 

Nodes may move arbitrarily inside MANETs. This 
unbounded nature of nodes in MANETs makes MANETs 
exible in deployment. However, it also makes links in 
MANETs instantaneous. The probability of successful packet 
transmissions between two nodes using wireless channels can 
be low when the distance between these two nodes is large. 
The link between these two nodes can be regarded as 
completely failed when their separation is larger than a 
threshold. Generally, the threshold is referred to as the 
communication range. we assume that a link between two 
nodes ceases to exist when the distance between these two 
nodes is larger than the communication range. Otherwise, all 
links have a constant quality, in which the probability of 
successful transmissions through this link is equal to P. To 
handle packet losses caused by node mobility or network 
congestion, the holistic routing protocol does not depend on 
any previous knowledge of its neighbors. Instead, it integrates 
the next-hop forwarder discovery function with the lost link 
recovery approach in its operation to dynamically replace 
failed links or links to congested nodes. 
 

IV. CONGESTION AND ITS TYPES 
 
A. CONGESTION IN MANET:  
 

Congestion is a situation in communication networks 
in which too many packets are present in a part of the subnet. 
Congestion may occurs when the load on the network (number 
of packets send to the network) is greater than the capacity of 
the network (number of packets a network can handle). 
Congestion leads to packet losses and bandwidth degradation 
and waste time and energy on congestion recovery [3]. In 
Internet when congestion occurs it is normally concentrated on 
a single router, whereas, due to the shared medium of the 
MANET congestion will not overload the mobile nodes but 
has an effect on the entire coverage area [4]. When the routing 
protocols in MANET are not conscious about the congestion, 
it results in the following issues.  
 
Long delay: This holds up the process of detecting the 
congestion. When the congestion is more rigorous, it is better 
to select an alternate new path. But the prevailing on-demand 
routing protocol delays the route searching process.  
 
High overhead: More processing and communication 
attempts are required for a new route discovery. If the 

multipath routing is utilized, it needs additional effort for 
upholding the multi-paths regardless of the existence of 
alternate route.  
 
Many packet losses: The congestion control technique 
attempts to minimize the excess load in the network by either 
reducing the sending rate at the sender side or by dropping the 
packets at the intermediate nodes or by executing both the 
process. This causes increased packet loss rate or minimum 
throughput.  
 
B. CONGESTION TYPES: Congestion can be classified 
into four different types [5]:-  
 
1) Instantaneous Congestion: It is caused by mild bursts, 
created naturally by burstiness of IP traffic.  
 
2) Baseline Congestion: It appears to be caused by systematic 
under-engineering of network or hop capacity (or alternatively 
due to simple source overflow described earlier).  
 
3) Flash Congestion: It suggests frequent but momentary 
periods of overload in a highly utilized network, where bursts 
from individual sources add up to create significant packet 
loss hills.  
 
4) Spiky Delay: It a condition where no packets are 
transferred for a long duration of time - the transit delay of 
packets shoots up from few milliseconds to tens of seconds 
during this period.  
 

V. CONGESTION CONTROL TEHNIQUES  
IN MANETs  

 
There are different congestion control techniques of 

MANETS. These techniques are as follows: 
 
A. CBRRT (Congestion Based Route Recovery Technique) 
[5]: In this technique, each node estimates the parameters such 
as queue length, data rate, and medium access control (MAC) 
contention. The upper and lower limit of these parameters is 
compared and node is marked with the congestion status such 
as normal, medium or high level. When data is to be 
transmitted from the source to destination, the intermediate 
nodes along the path verify its congestion status. If the 
congestion status of any one node is high or congestion status 
of more than one node is medium, a warning message will be 
sent to the source. The source then selects the alternate 
congestion free path for data transmission. Congestion status 
of node can be categorized into 3 states: Normal (N), High (H) 
and Low (L). In this paper, three parameters are defined to 
control the congestion that is: Average queue length (Lq), 
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Incoming Data Rate (Rin) and MAC Contention (TMAC). 
This technique minimizes the packet drop and delay while 
increasing the packet delivery ratio.  
 
B. CA-AODV (Congestion Adaptive AODV) [6]: CA-
AODV is mainly designed to ensure for availability of primary 
routes as well as alternative routes and control the routes 
overhead. If congestion happens at any point of time between 
source and destination nodes n primary route, concerned node 
warns its previous node about congestion. The previous node 
uses a non congested alternative route to destination node. In 
this approach three steps are mainly used: Congestion Setup, 
Route Discovery and Route Maintenance Process. In 
congestion Setup Process, average discovery time and delay is 
to be calculated. In Route discovery process, based on 
congestion status route request is to send and in route 
maintenance process if any broken route find then route error 
message is to be generated. So this approach, this technique 
gives better overhead, less delay and less packet loss.  
 
C. CFR (Congestion Free Routing) [7]: In CFR, dynamic 
mechanism defined used to monitor the congestion by 
calculating average queue length at node level. While using 
the average queue length, the nodes’ congestion status divided 
into the three zones (safe zone, likely to be congested zone 
and congested zone). CFR utilizes the non-congested 
neighbors and initiates route discovery mechanism to discover 
a congestion free route between source and destination. This 
path becomes a core path between source and destination. To 
maintain the congestion free status, the nodes which are 
helping data packet transmission periodically calculate their 
congestion status at the node level. The predecessor core path 
node is aware of this situation and initiates an alternate path 
discovery mechanism to a destination. Finally it discovers a 
new congestion free route to the destination. So CFR 
improved packet delivery ratio, reduction of End to End delay 
and control packets.  
 
D. LSRP (Link State Routing Protocol) [8]: In LSRP, 
whenever congested node sent congestion control packet 
which received by source node, it executes the congestion 
control algorithm. At first, the source node stops the 
forwarding of packets over the active paths. The source node 
sets a timer for the duration at which this new rate will be 
activated. During this period, if the source node does not 
receive any congested packet, if the link qualities of any of the 
active paths deteriorate, eventually the source node starts to 
load at the lowest possible rate over that path. In this case, the 
source attempts to switch the congested path with the backup 
path if possible. Consider residual energy and battery power in 
paths selection and the energy balance in data transmission to 
maximize the lifetime of networks. LSRP protocol which is 

effectively reduces the degradation of packet loss and faulty 
nodes. Although this approach produces routes with more 
hops, it allows minimizing the congestion on the link.  
 
E. CARP (Congestion Adaptive Routing Protocol) [9]: 
Congestion Adaptive Routing is a congestion adaptive unicast 
on-demand routing protocol for MANETs. It tries to prevent 
congestion from occurring in the first place. Here every node 
that appears on the route warns its previous node when likely 
to be congested. So, CRP uses the additional paths called as 
bypass for bypassing the congestion creating traffic to the first 
non-congested node appearing on primary route. It reduces 
packet delay. But, at the same time CRP tries to minimize 
bypass to reduce protocol overhead. Hence, the traffic is split 
over bypass and so it reacts adaptively to network congestion. 
It consist of six components: congestion monitoring, primary 
route discovery, bypass discovery, traffic splitting and 
congestion adaptability, multipath minimization and failure 
recovery. Hence, power consumption is efficient, congestion 
is resolved beforehand and at the same time there is small 
packet loss rate.  
 
F. AODV-I (Improved AODV) [10]: AODV-I is the 
Improved Ad-Hoc On-demand Distance Vector Routing 
protocol based on congestion aware and route repair 
mechanism. In AODV-I, in which congestion processing is 
added to the RREQ message which avoids selecting the busy 
nodes automatically during a new route establishment. The 
routing repair mechanism is also added to the RREQ message 
instead of initiating a new routing discovery whenever the 
route appears to be busy. In AODV, if source request node 
find a route whose destination sequence number is bigger or 
whose hop count is smaller, the new route replace the previous 
one absolutely, and the load of the previous will be transmit to 
the new. And if the new route is already busy, the traffic 
transmit from the previous node will make the new route more 
congested, which could increase the packet loss rate and data 
packet latency, then reduce the performance of the network. 
But AODV-I improves the traditional AODV by improving 
and repairing the route which is congested. This improvement 
reduces the packet loss rate, end-to-end latency and the 
utilization rate of the network resources.  
 
G. ABCC (Agent Based Congestion Control Protocol) [11]: 
In this technique, the information about network congestion is 
collected and distributed by mobile agents (MA). A mobile 
agent based congestion control AODV routing protocol is 
proposed to avoid congestion in ad hoc network. Some mobile 
agents are collected in ad-hoc network, which carry routing 
information and nodes congestion status. When mobile agent 
movements through the network, it can select a less-loaded 
neighbor node as its next hop and update the routing table 
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according to the node’s congestion status. With the support of 
mobile agents, the nodes can get the dynamic network. The 
MA brings its own history of movement and updates the 
routing table of the node it is visiting. The MA updates the 
routing table of the node it is visiting. In this technique, the 
node is classified in one of the four categories depending on 
whether the traffic belongs to background, best effort, video or 
voice AC respectively. Then MA estimates the queue length 
of the various traffic classes and the channel contention of 
each path. Then this total congestion metric is applied to the 
routing protocol to select the minimum congested route in the 
network. This proposed technique attains high delivery ratio 
and throughput with reduced delay.  
 
H. CBCC (Cluster Based Congestion Control) [12]: A 
Cluster Based Congestion Control (CBCC) protocol that 
consists of scalable and distributed cluster-based mechanisms 
for supporting congestion control in ad-hoc networks. The 
distinctive feature of our approach is that it is based on the 
self-organization of the network into clusters. The clusters 
autonomously and proactively monitor congestion within its 
localized scope .This protocol consists of clustering 
mechanism, traffic rate estimation and traffic rate adjustment. 
By exchanging small amount of control packets along the 
paths, adjustment of node rates and co-operation between 
cluster nodes are achieved. Clustering helps to determine the 
interactions between the flows. In CBCC network structure, 
nodes in the network are grouped into clusters.  
 

VI. CONCLUSION 
 

We have seen a great development in the field of 
wireless networks (infrastructure based) and in the field of 
Mobile ad hoc network (infrastructure less network). In 
MANET congestion is occurs when transmit the packets is 
greater than capacity of the network. Due to congestion 
performances of the network have to be decreased. The 
congestion control increase the packet delivery and decrease 
the end to end delay, packet loss .Network performance can be 
increased by controlling the congestion in MANET. In this 
paper number of congestion control techniques have 
discussed. Comparisons of congestion control techniques have 
discussed based on different simulation parameters. There are 
various challenges that need to be met, so these networks are 
going to have widespread use in the future 
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