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Abstract- Artificial Intelligence is a domain of computer 

science which is finding its applications in almost all domains 

of science and technology. Due to plummeting non-renewable 

reserve of resources to produce electricity, renewable 

resources are being considered very seriously. One such 

paradigm is solar power which is based on wind energy. 

Previously statistical models were used for the prediction of 

solar energy and hence wind power, but with the advent of 

Artificial Neural Networks, solar energy forecasting using 

Artificial Neural Networks has become an active area of 

research. The present paper introduces the need of solar 

energy prediction and subsequently the use of Artificial 

Neural Networks for the same. Different ANN architectures 

and their properties are presented here for a clear 

understanding of the tools being used. Finally evaluation 

parameters are discussed which evaluate the performance of 

any proposed system. 
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I. INTRODUCTION 

 

 In recent years, the requirement for energy has been 

continuously increasing. Utilizing renewable energy resources 

is a high priority within energy production and management 

policies in many countries.[1] The growing rate of demand for 

energy and the global warming phenomenon, which has raised 

a lot of concern about carbon dioxide emissions along with the 

high price of fossil fuel, has led governments to consider the 

utilization of new sources of energy. Several nuclear power-

plant disasters and their long-term effects on the next 

generations’ health and environment have also initiated a 

series of debates on eliminating nuclear power from the future 

energy policies for some countries. Solar energy is a free and 

easily available source of energy and appears to be the fastest 

growing of renewable energy resources. Solar power system 

penetration to the existing power system possess problems as 

running problems (frequency, power balance, voltage support, 

and quality of power), planning and economic problems 

(including uncertainty in solar power in to unit commitment, 

economic load scheduling, and spinning reserve calculations), 

etc.[2] 

Previously statistical models were used for the prediction of 

solar energy and thereby solar power, but it lacked accuracy 

due to its inability to follow complex solar energy patterns 

accurately. Thus the focus started shifting on Artificial 

Intelligence tools to forecast solar energy. The subsequent 

sections introduce the basics of artificial neural network, its 

functioning and various architectures of artificial neural 

networks. 

 

II. ARTIFICIAL NEURAL NETWORK (ANN) 

 

Work on artificial neural network has been motivated 

right from its inception by the recognition that the human 

brain computes in an entirely different way from the 

conventional digital computer.[5],[7] The brain is a highly 

complex, nonlinear and parallel information processing 

system. It has the capability to organize its structural 

constituents, known as neurons, so as to perform certain 

computations many times faster than the fastest digital 

computer in existence today. The brain routinely accomplishes 

perceptual recognition tasks, e.g. recognizing a familiar face 

embedded in an unfamiliar scene, in approximately 100-200 

ms, whereas tasks of much lesser complexity may take days 

on a conventional computer. A neural network is a machine 

that is designed to model the way in which the brain performs 

a particular task. The network is implemented by using 

electronic components or is simulated in software on a digital 

computer. A neural network is a massively parallel distributed 

processor made up of simple processing units, which has a 

natural propensity for storing experimental knowledge and 

making it available for use. It resembles the brain in two 

respects: 

 

1. Knowledge is acquired by the network from its environment 

through a learning process.  

2. Interneuron connection strengths, known as synaptic 

weights, are used to store the acquired knowledge. [12] 

 

Neural networks, with their remarkable ability to 

derive meaning from complicated or imprecise data, can be 

used to extract patterns and detect trends that are too complex 

to be noticed by either humans or other computer techniques. 

Other advantages include:  
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1. Adaptive learning: An ability to learn how to do 

tasks based on the data given for training or initial 

experience.  

2. Self-Organization: An ANN can create its own 

organization or representation of the information it 

receives during learning time.  

3. Real Time Operation: ANN computations may be 

carried out in parallel, and special hardware devices 

are being designed and manufactured which take 

advantage of this capability.  

 

The biological model of the neuron is shown in the 

figure. It consists of the cell body, axon hillock, action 

potential, synaptic terminal, axon of pre synaptic neuron and 

dendrites. Signals from different parts of the body travel 

through different parts and reach the neuron where the neuron 

processes it and produces an output. It should be noted though 

that the output of a neuron may also be fed to another neuron. 

A collection of such neurons is called a neural network. The 

neural network can perform simple to complex tasks 

depending on the structure of the neural network.After 

studying the basic biological model of the neural network, a 

mathematical model is envisaged to be designated. The 

mathematical model for such a neural network is given by: 

 

                     (1) 

 

Where  

Xi represents the signals arriving through various paths,  

Wi represents the weight corresponding to the various paths  

And Ɵ is the bias.  

 

The diagram below  exhibits the derived 

mathematical model of the neural network. It can be seen that 

various signals traverssing different paths have been assigned 

names X and each path has been assigned a weight W.[7] The 

signal traverssing a particular path gets multiplied by a 

corresponding weight W and finally the overall summation of 

the signals multiplied by the corresponding path weights 

reaches the neuron which reacts to it according to the bias Ɵ. 

Finally its the bias that decides the activation function that is 

responsible for the decision taken upon by the neural network. 

 

 
Fig.1  Mathematical model of a neural network[9] 

 

Neural networks can be used for tracking complex patterns in 

solar energyand subsequently predicting solar energy. 

 

III. DIFFERENT ANN ARCHITECTURES 

 

There are various ANN architectures which can be 

used for the prediction of data. The most commonly used ones 

are discussed below. 

 

1. Single Layer Feed-Forward Network 

 

In a layered neural network the neurons are organized 

in the form of layers. In the simplest form of a layered 

network, we have an input layer of source nodes that projects 

onto an output layer of neurons, but not vice versa. This 

network is strictly a feed forward type. In single-layer 

network, there is only one input and one output layer 

 

 
Fig.2 Single Layer Feed Forward Network 
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In feed forward networks, it’s important to note that 

the flow of signal is from input nodes towards the output node 

but the signal cannot propagate backward from the output 

node towards the input layers i.e. feed back is not permissible. 

 

2. Back-propagation Network (BPN) 

 

BPN is a feed-forward network with three layers, 

namely input layer, hidden layer, and output layer, as shown in  

The number of hidden layers can be more than one, depending 

on the complexity of the problem. In our study, we used one 

hidden layer to minimize the computational time and reduce 

complexity of training. 

 

 
Fig.3 Architecture of Neural Network with Hidden Layers 

 

Determining the number of layers and the number 

ofprocessing elements per layer are important decisions, 

which are made by the programmer while creating and 

training the network. Training inputs are applied to the input 

layer of the network, and the desired outputs are compared at 

the output layer. The difference between the output of the final 

layer anddesired output is back-propagated to the previous 

layer(s). The back-propagated signals are usually modified by 

the derivative of the transfer function and the connection 

weights, which are usually, adjusted using the Delta Rule. The 

minimum mean square error between the actual output layer of 

the network and the desired output is minimized using the 

gradient descent algorithm. The performance of a neural 

network depends on the weights and the transfer function 

(input-output function) specified for the units.[8] 

 

3. Radial Basis Function Network (RBF) 

 

It is a three-layer network, namely the input, the 

output and the hidden layer, where each hidden unit in a 

hidden layer implements a radial activated function. The main 

advantages of RBF’s over feed-forward networks are its 

accuracy and shorter computational time. The computation 

time is also a measure of the system’s time complexity which 

is desired to be kept as low as possible for the system to be 

efficient. As Venkatesan and Anitha [16] explained, the 

response of the jth-hidden unit can be mathematically 

expressed as: 

 

zj= ]                     (2) 

 

where 

is a strictly positive, radially symmetrical function (kernel) 

with a unique maxima at its center,  

µj, and 𝛔j  is the width of the receptive field.  

 

The error between the target and the desired output is 

minimized using gradient descent algorithm.[18] 

 

 

 
Fig.4 RBF Network Architecture. 

 

4. Adaptive neuro-fuzzy inference system (ANFIS) 

 

Fuzzy logic and ANN are modelling methods used 

influentially and effectively in the problems of engineering. 

The modelling of fuzzy logic method is a rule-based method 

using the feature of human thinking and decision making. On 

the other hand, ANN learns the problem by using its ability of 

learning and comes through successfully for data sets it did 

not come across before. The method of ANFIS was suggested 

by Jang [7]considering these advantages of ANN and fuzzy 
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logic methods. ANFIS is an integrated form of ANN and 

fuzzy inference systems. The membership degree of 

input/output variables is determined in an ANFIS by the use of 

ANN’s ability of learning. A conclusion is reached with the 

feature of reasoning and decision making of fuzzy logic 

method.[9] 

 

 
Fig5. The ANFIS Architecture 

 

 

IV. ACTIVATION FUNCTIONS 

 

The activation function could be chosen from the 

following list: logistic sigmoid function, hyperbolic tangent 

function, or linear function. It is also possible to create a 

hybrid artificial neural network with different activation 

functions in different layers. However, there should be at least 

one non-linear activation function used in an ANN structure in 

order to retain its ability to solve non-linear problems. 

 

Activation functions tell us about the type of decision 

the neural network takes. Based on the type of decision the 

neural network has to take, a mathematical function called the 

activation function needs to be designed. 

 

The most commonly used activation-function features are 

shown in Table.1 

 

Table.1Different Activation Functions 

 

It was shown that the activation function plays a very 

important role in the accuracy of artificial neural network 

results, but if a network could be trained successfully with a 

particular activation function, it would be highly probable that 

other activation functions would also result in an acceptable 

training. Linear activation functions have been used by some 

investigators in input and output layers. For the hidden and 

output layers, non-linear activation functions are used. Some 

studies show that the linear activation function in the output 

layer combined with a nonlinear activation function for a 

single hidden layer has positive effects on the performance of 

the ANN. This work adopts that ANN structure. 

 

V. PREVIOUS WORK 

 

This section presents a summary of noteworthy contribution in 

the domain: 

 

Ghimire et al. proposed a new hybrid deep learning 

(DL) model, the called CSVR, for Global Solar Radiation 

(GSR) predictions by integrating Convolutional Neural 

Network (CNN) with Support Vector Regression (SVR) 

approach. First, the CNN algorithm is used to extract local 

patterns as well as common features that occur recurrently in 

time series data at different intervals.  

 

Estragi et al.  showed that Renewable energies are the 

alternative that leads to a cleaner generation and a reduction in 

CO2 emissions. However, their dependency on weather makes 

them unreliable. Traditional energy operators need a highly 

accurate estimation of energy to ensure the appropriate control 
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of the network, since energy generation and demand must be 

balanced.  

 

Santos et al. proposed that describes the application 

of models to estimate the transmitted fraction of direct solar 

irradiation into normal incidence as a function of the 

atmospheric transmissivity (Kt) and the insolation ratio In the 

first model, the values of Kt in the hourly (h) and daily (d) 

partitions were correlated using polynomial regression. In the 

second model,  and in the daily partition were correlated 

through linear regression. 

 

Li et al. proposed a novel scheme for forecasting 

irradiance. The method considers the hourly irradiance 

prediction model to be the superposition of two parts: a daily 

average irradiance prediction model and the irradiance 

amplitude prediction model. Two submodels were constructed 

by using deep bidirectional long short-term memory 

(BiLSTM) network. for 80% of the climates included in the 

experiment. 

 

Boubaker et al. proposed that forecasted global 

horizontal irradiation (GHI) can help for designing, sizing and 

performances analysis of photovoltaic (PV) systems including 

water PV pumping systems used for irrigation applications. In 

this paper, various deep neural networks (DNN) models for 

one day-ahead prediction of GHI at Hail city (Saudi Arabia) 

are developed and investigated. The considered DNN models 

include long-shortterm memory (LSTM), bidirectional-LSTM 

(BiLSTM), gated recurrent unit (GRU), bidirectional-GRU 

(Bi-GRU), one-dimensional convolutional neural network 

(CNN 1D ) and other hybrid configurations such as CNN-

LSTM and CNN-BiLSTM.  

 

Liu et al. proposed that residential energy scheduling 

of solar energy is an important research area of smart grid. 

The highlights of this paper are listed below. First, the 

weather-type classification is adopted to establish three types 

of programming models based on the features of the solar 

energy. In addition, the priorities of different energy resources 

are set to reduce the loss of electrical energy transmissions. 

Second, three ADHDP-based neural networks, which can 

update themselves during applications, are designed to 

manage the flows of electricity. Third, simulation results show 

that the proposed scheduling method has effectively reduced 

the total electricity cost and improved load balancing process. 

The comparison with the particle swarm optimization 

algorithm further proves that the present method has a 

promising effect on energy management to save cost. 

 

Chettibi et al. proposed that Artificial Intelligence 

and machine learning concept has been used widely in the 

current times. Neural networks are a part of the artificial 

intelligence concept which is very useful for training with 

datasets. They possess much flexibility and accuracy in terms 

of performance metrics. So in this study the authors tried to 

use the approach of adaptive neural networks to monitor a 

micro grid. Grid based systems contain many intricate portions 

which have to be designed very carefully.  

 

Queja et al. showed that the solar power forecasting 

in pleasant weather condition is a relatively common method. 

But when the environment has humidity and the weather is 

warm, then it is difficult get the accurate measure of solar 

power prediction. So, in order to estimate the daily global 

solar radiation in such a scenario, many methods and 

mechanisms have to be used together. In this work, SVM, 

ANN and ANFIS techniques have been used for the purpose. 

This approach is quite a strong and robust procedure to 

achieve the desired performance level as the merits of all 

methods get coupled together. However, the drawback is that 

designing such a concept is time consuming and little complex 

at the same time. 

 

VI. Evaluation Parameters 

 

Since errors can be both negative and positive in polarity, 

therefore its immaterial to consider errors with signs which 

may lead to cancellation and hence inaccurate evaluation of 

errors. Therefore we consider mean square error and mean 

absolute percentage errors for evaluation. Mean Square Error 

is defined as: 

 

]/n             (3) 

 

Mean Absolute Percentage Error is defined as: 

 

]/n x 100%      (4) 

 

Here,  

X is the predicted value, 

X’ is the actual value and  

n is the number of samples. 

 

VI. CONCLUSION 

 

It can be concluded form the above discussions that 

Artificial Neural Networks can be effectively used for solar 

energyprediction even though solar energymay exhibit 

complex time series behaviour. Various Neural Network 

Architectures have been discussed with their salient features. 

Finally the evaluation parameters used for the evaluation of 
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any prediction model to be designed have been explained with 

their physical significance and need. 
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