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Abstract- By employing blockchain's immutable ledger and 

decentralized architecture. Sensitive patient data is securely 

stored and accessed only by authorized entities through smart 

contracts.  It guarantees that the model gradients which are 

trained by each node are not disclosed all through the 

universal training and modeling procedure. Considering that 

the model ensures that users can only obtain their necessary 

inquiries, neither medical data suppliers nor users can obtain 

access to raw data. The proposed technique guarantees that 

the model gradients which are trained by each node are not 

disclosed all through the universal training and modeling 

procedure. This makes the raw data inaccessible to either the 

health data provider or the user. Considering that the model 

ensures that users can only obtain their necessary inquiries, 

neither medical data suppliers nor users can obtain access to 

raw data. Thus, it reduces the issues of safeguarding medical 

data sets to the issues of securing data processing. Using 

numerical analysis and experiments the proposed technique is 

compared with other existing techniques, the result shows that 

the proposed system is efficient and secures recommender 

data management training and modeling technique and that it 

performs previously designed techniques as compared. 

 

Keywords- Blockchain, Privacy, SPK proof, Secret Key, De-
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I. INTRODUCTION 

 

 A recommender system is a subclass of an artificial 

intelligent-based (AI-based) system for information filtering 

and prediction on a list of products for different organizations 

[1],[2]. Generally, such kinds of systems are common big data 

applications. On the internet of medical things  system, several 

hospitals extensively utilize the recommender system to obtain 

excellent recommendations based on the interest and requests 

of their patients[3]. The recommender system can generate its 

recommendations through either collaborative filtering or 

content-based filtering. The former is a method of obtaining 

the list of predictions by establishing the interrelation between 

users’ history and other users’ interests, while the latter 

involves exploring both the user’s profile and their 

corresponding items. Most hospitals and companies store 

users’ confidential data and make use of collaborative filtering 

to achieve optimal recommendations.[4],[5],[6], 

[7],[8],[9],[10],[11],[12],[13],[14]In this kind of 

recommendation, the profiles of different users are designed 

from their respective histories coupled with the user’s rating. 

Consequently, there is the possibility of having the issue of 

data privacy in an AI-based system. Recently, hospitals 

gathered and save a massive quantity of patient data for future 

recommendations, however, patients are concerned about the 

privacy of their confidential data which are stored on different 

platforms. a blockchain-based recommender and training 

system which is referred to as Secured Recommender and 

Training Technique, which locally stores data but uploads data 

directories and structures to the chain. 

  

II. SYSTEM MODEL 

 

As a result of the incorporation of cryptographic 

techniques and distributed algorithms, Bitcoin which is an 

offset of Blockchain technology is fundamentally a distributed 

system that is difficult to interfere with and upholds reliability 

without the need for a central control [15].Likewise, 

contractual algorithms are a vital aspect of blockchain 

technology and have been attracting cutting-edge research 

ideas [16], [17],a product of blockchain technology, operates 

as a distributed system, resistant to interference and without 

central control. Contractual algorithms drive innovative 

research in blockchain. Given the vulnerability of blockchain 

operations, extensive fault tolerance and privacy-enabled 

algorithms are necessary to protect transmitting nodes. 

 

A.FEDERATED LEARNING AN RECOMMENDER SYSTEM 

DATA TRAINING AND MODELING 

 

Federated learning (FL) allows machine learning 

models to learn from diverse datasets located in different 

places, such as local servers or data centers, without exposing 

the training data. [18] This approach securely stores 

confidential data locally, minimizing the risk of data breaches. 

FL enables multiple entities to collaborate on a universal 

model without centralizing training data. It addresses data 

breach challenges by enabling learning on end-user devices 

while ensuring data privacy. FL involves model modeling, 

training, and inference. In the process, ML models are trained 
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on local datasets, with errors corrected automatically. 

Parameters are periodically exchanged between local data 

centers without sharing data samples, enhancing data security. 

A shared global model is created, with features distributed to 

local data centers to integrate into their machine learning 

models.FL process topples the challenges of data breaches by 

permitting recurrent learning on end-user devices while 

guaranteeing that end-user data does not leave end-user 

devices [19]. Federated schools comprise model modelling 

and training and model inference [18]. A fundamental context 

for FL and centralized training is described in Fig.1.In the 

framework, conventional ML models are trained on local 

heterogeneous datasets. For instance, as users make use of an 

ML application, several errors could be spotted in the 

application’s predictions and these mistakes are automatically 

modified. A local training dataset is generated in each user’s 

connected device. Then, the parameters of the models are 

periodically switched over between these local data centers. 

Several models encrypt these parameters before sharing. 

However, local data samples are not exchanged. This 

enhances data security and cyber security. In the end, a shared 

global model is created, and the features of the global model 

are distributed to local data centers to incorporate the global 

model into their machine learning local models. 

 

 
FIGURE 1. A fundamental framework for two different 

training systems: federated training and centralized 

training.(a)Federated Training. (b) Centralized Training. 

 

III. SERTT DESIGN AND SECURITY MODEL 

  

This section will address the SERTT framework to 

realize the core security features that were pointed out earlier. 

The four stages of the modules’ exchanges include contract 

deployment, requirements matching, execution preparation, 

and contract execution. 

 

A. CLASSIFIED SHAPLEY PROXY PROOF-OF-STAKE 

(CSPPoS) MECHANISM 

 In recommender system modeling and training, active 

participation of data providers in the data-sharing process is 

crucial for achieving optimal success. The study proposes a 

model called Classified Shapley Proxy Proof-of-Stake 

(CSPPoS), which combines Shapley values and Proxy Proof-

of-Stake (PPOs) to ensure the interests of all participants and 

achieve consensus on the blockchain. In the proposed SERTT 

system, a classified proxy mechanism is employed, where the 

primary node's authority is no longer absolute, and its position 

can be challenged by other nodes through an election process. 

Each node vying for the primary node position demonstrates 

its qualifications by transmitting messages to other nodes. 

Once a consensus is reached among the majority of nodes, the 

operational node with the dominant log information is elected 

as the primary node 

 

IV. PERFORMANCE OF SERTT MODEL 

 

A. THE BASIC PROCEDURES OF FEDERATED 

TRAINING IN THE SERTT SYSTEM 

 

 In this section, the three vital security features on 

which the SERTT system is designed will be extensively 

discussed. All these features are targeted at safeguarding data 

against theft from nodes. 

 

1) INITIALIZATION 

 

The coordinators initialize system parameters for the 

public recommendation model of the blockchain during the 

installation process. The genesis block contains parameters 

{H, V, v, r, e, f, N, ζ}. In the second phase, contract 

deployment occurs, where coordinators can use the Enroll 

technique to create a long-term account (pl y = R y , cl y = G y 

) based on system features from the genesis block. At this 

stage, the Classified Shapley Proxy Proof-of-Stake (CSPPoS) 

Algorithm 1 is employed. 

 

Input: mutual recommender data for nodes participating in 

Declare: and as previous and current blocks, respectively 

1. while in the proxy cycle do 

2. Each participant casts their vote depending on the 

irrespective contribution. 

3. Categorize the vote results to realize the list referred 

toas ‘sorted_vote_list’. 

4. Choose the X highest-voted candidates from the 

sorted_vote_list. 

5. Acquire Y candidates from the sorted_vote_list → 

Candidates. 

6. Shamble candidates → randomly disarrange 

candidates. 

7. for select the stuffing node do 
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#P B ∗ (C B ) → to obtain the slot 

8. To get representative index slot → mod Y 

9. if present node is index, then. 

10. if the present node rank is manager, then. 

11. Add the administrator’s contribution level of FL 

to the record. 

12. end if 

13. Stored all candidate’s contributions, authenticate 

 

That it makes use of each. 

  

The transmitted smart contract will be inputted to the 

blockchain mechanism the moment it is successfully approved 

by the proof procedure. In the third stage, both private and 

public keys are generated and shared. First, the public/private 

keys are generated as. {(δ,ρ),(X x PL ,X x CL ),(P PL x ,P x 

CL ),L = (L 1 ,L 2 )} (1) for each user x, (x ∈ L,|L| = X), 

considering (δ,ρ) and L = (L 1 ,L 2 )} as the private keys 

utilized in homomorphic hash and pseudorandom functions, 

respectively. Thus, the system utilizes (X x PL ,X x CL ),(P 

PL x ,P CL x ) to exploit the local gradient (x a ) of the user x. 

Secondly, through a secure channel, the user x broadcasts the 

public key (X x PL ,X x CL ) to the cloud server. Thirdly, 

broadcasted data from at least i users (which is denoted as L 1 

⊆ L) is received by the server slide. This point i represents the 

threshold the Shamir’s i − out − of – X protocol utilized by the 

system. Else, stop the operation and restart again. Transmit 

{y,X y PL ,P PL y ,τ = sum} y ∈ L1 to respective users 

considering τ = sum the statistical tag to be estimated. For 

better understanding, a detailed description of all 

mathematical symbols is presented in Table 1. 

 

TABLE 1. Description of mathematical symbols. 

 
 

2) REGISTRATION FOR THE AGGREGATED 

RECOMMENDER MODEL 

  

The system begins by retrieving basic settings from the 

blockchain, such as the default administrator (e.g., Alice). It 

then initiates the registration process for an Administrator by 

activating the long-term account established during 

initialization, using the Enroll command. This account is 

characterized by the public key ( Ry ) and the corresponding 

private key ( Gy ).similaryly,the registration process for a User 

follows the same steps as that of an Administrator. In this 

method, ownership of the long-term account is shared among 

administrators, serving solely for tracking purposes rather than 

executing transactions or acting as a proxy.As a result, the 

registration task is a one-time operation, and the generated 

long-term account \( Ry \) can be employed only once.In the 

proposed method, the ownership of the long-term account is 

mutual to the administrators, and it is only used for tracking 

and not for issuance of transactions or proxy.In the proposed 

method, the ownership of the long-term account is mutual to 

the administrators, and it is only used for tracking and not for 

issuance of transactions or proxy. Consequently, the registered 

task is only a one-time operation, and the generated long-term 

account ply can only be utilized once. 

1)  

3) FEDERATED TRAINING GRADIENTS UPDATE 

 

In this stage, the system checks if L3 ⩾iand L3 ⊆L2. 

Assuming the expression is negative, stop operation and 

restart. Then, decrypt each; 

 

 
 

as, x||y||XxCL,y||βx,y← AE.decLA.agreePCLx,PPLy,Px,y. 

 

Proceed and transmit nXxCL,y|y ∈LL23o and  βx,y| 

y ∈L3to the cloud server. At this point, L
L
3

2 
denotes the users 

who have broadcasted data to the server but withdrew prior to 

uploading data to the cloud server. Then, acquire data from at 

least i users which denotes L4 ⊆L2. Else, stop operation and 

restart. Estimate βx ← C.reconβx,yy∈L4,i and the Proof of 

accumulated gradients {W,Z,K,R, • ) as follows. 
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4)VERIFICATION OF MODEL 

 

 In the verification process, the following generated 

parameters are check; 

 

PAL1(x) = (γx,vx) (9) 

PAL2 (τ) = (γ,v) 

The system then calculates; 

(10) 

µ = 
X 

(γxγ+ vxv) x∈L3 

and 

(11) 

ϕ = a(h,k)
µ
 (12) 

therefore, the system verifies; 

? 

(W,Z)= W ,Z 

? ? 

a(W,k)=a(h,Z);a(K,h)=a(h,R), 

? 
g
 

ϕ =a(W,k) · a(K,h) (13) 

 

Assuming any of the above commands are invalid, the 

system rejects the result of the aggregation. If not, the 

obtained result is accepted, and the operation proceeds to the 

initial round. 

 

5) DATA SORTING AND MANAGEMENT APPROACH 

USING REDMANA 

 

The proposed SERTT model incorporates a key 

component called Recommender Data Management Neural 

Architecture (REDMANA), aimed at significantly reducing 

human intervention, especially in data management, model 

design, and modification processes. REDMANA introduces 

automated, process-driven, and efficient solutions for 

managing data. onenotable technique employed within 

REDMANA is neural architecture search, which involves 

automatically designing neural networks. This approach 

enables algorithms to construct high-performing network 

architectures based on sample datasets. These generated 

architectures often rival or surpass those designed by human 

professionals in certain tasks. Moreover, they can even 

identify network structures previously undiscovered by 

humans, thereby effectively minimizing the costs associated 

with implementing and utilizing neural networks. However 

directly applying neural architecture search to data sorting and 

management can lead to significant time and resource 

consumption. Therefore, REDMANA is proposed as a 

solution within the SERTT model to mitigate unnecessary 

expenditures of time and resources in these processes.on 

creating data sorting and management model. In a given 

structural search scenario, REDMANA targets at identifying 

the optimally performing training hyper-parameters. This 

study implements the frequently used cell-based architecture 

search environment. 

 

A cell in this architecture is considered as a Y − node 

coordinated acyclic graph which is completely connected to 

(DAG){X1,X2,...,XY }. Each node Xnaccepts the dependent 

nodes as input and generates an output through a sum 

operation as follows. 

 

X (n,m) 

Xm= o (Xn) (14) n<m 

 

Each node signifies a different tensor, and each 

directed edge (m,n) between Xnand Xmillustrates an operation 

o
(m,n) 

which is realized from the equivalent operation search 

space O(m,n).This pruning process continues until the search 

space is reduced to only one hyperparameter. As a result, a 

classification sharing associated with the computational cost 

for every element in \(8n\) is introduced and presented as; 

 

 
 

Considering the quantity of floating-point operations 

as a function \( -A \), with dimensions \( 8m, n \), the 

operations produce a set \( J \) with diverse subsets \( 
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j_{\text{ref}}, j_{\text{pos}} \), and \( j_{\text{neg}} \). 

These subsets are continuously iterated over in the initial 

operations \( L \) for 30 times, serving as a training category 

for the Random Forest (RF). The RF tree comprises a group of 

\( J \) which also includes auxiliary samples from \( J \). 

 

 
 

2) DATA SORTING AND MANAGEMENT PROOF  

ANALYSIS 

 

The data and model used in this study are obtained 

from the previous part through the federated average method. 

The overall performance of the data sorting and management 

proof is described in Algorithm 3.Additionally,the study 

incorporates a Weight of Proof (WOP) mechanism in coding 

the original autonomous variables into the algorithm. These 

variables need to be discretized or grouped, and the WOP 

value for each group \( N \) can be estimated post-

discretization. The detailed process is outlined in Algorithm 

2.as: 

 

V. SECURITY ANALYSIS 

 

In this system, the entirety of user data is not directly 

stored on the blockchain. Instead, only data indices are saved 

on the chain, while the complete model is transmitted instead 

of the raw data. Furthermore, an unknown secret key 

associated with the transmitter's secret address provides a 

Secure Private Key (SPK) proof, which is leveraged within the 

SERTT mechanism to facilitate secure communications.The 

proposed SERTT system offers several security features and 

mechanisms to ensure privacy protection and optimal data 

security within the blockchain Distributed Secure Mechanism 

(DSM) application  

 

1. Privacy Mechanism: Unlike previous approaches that 

primarily utilized blockchain for data transmission, the 

SERTT system ensures optimal data security by not storing 

the entire user data directly on the blockchain.  

2. SPK Proof and Secret Key: SERTT mechanism to chain 

communications securely, adding an additional layer of 

security to the communication process. 

 

3. Credential Confirmation and Identity Validation:. This 

validation process maps a long-term address to the 

participants' actual identity, enhancing trust and security 

within the system. In case of malicious operations, the 

administrator can use trace and find operations via smart 

contract's secret code to recover the long address and 

corresponding credentials. 

 

4. Trust Devolution: CSPPoS (Cooperative Subjective Proof 

of Stake) proxy mechanism within the federated learning 

process to appoint a provisional trusted manager for 

cooperation. This approach helps in reducing the content and 

mitigating risks associated with data leakage. 

 

Overall, the SERTT system employs a combination 

of privacy mechanisms, SPK proofs, credential confirmation, 

and trust devolution to enhance security and privacy within the 

blockchain DSM application, thereby ensuring optimal data 

security and privacy protection. 

 

SERTT Framework 

 

Input: B A = φ;B 2A = φ;B 3A = φ 

Set: η(n) and λ(n) as initial data escalation factors 

Declare: B l as DSM network trained periods Train 

w,z DSM models 

Declare: DSM training functions from w period  

for the sum of z − w periods k = φ;R = φ 

Declare: k to represent the network history group 

and Q as the hyper-parameters group while |Q A | & lt; 

lowest 

N in it do 

Trim and filter redundant hyper-parameters 

Remove the threesome loss parameters of 

the 

DSM valuation focus Q i 

Add Q i to Q 

DSM = Random architecture() 

DSM.accuray = Train (DSM, 0, A) 

Add DSM model to B A and k end 

while 

for n = 1 → X do 

for n = 1 → X0 do 

Randomly display DSM model from 

BA;B2A;B3A 

offspring model = Random mutate of DSM model 

off spring.accuray = Train (offspring model, 0, A) 

Add offspring model to B A and k end 
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for 

for DSM model = top 1 to X 2 DSM model in B A do 

DSM model.accuracy = Train(DSM model, 2A,3A) 

Transfer DSM model B 2A → B 3A end 

for 

Remove dead DSM model from B A ;B 2A ;B 3A 

end for 

return optimal M DSM models in k, M = 1 in the 

system model 

 

The secret code which is generated by the data 

vendor, thus making it difficult for an attacker to either 

‘‘poison’’ or obtain access to the model by modifying the 

directory, likewise, the data owner cannot disagree about the 

data considering that it is sealed with its own secret key. 

 

VI. PERFORMANCE ANALYSIS 

 

The proposed SERTT system is evaluated and the result of its 

design is demonstrated in this section. 

 

A. DATASET AND EXPERIMENTAL BACKGROUND 

 

This study utilized two datasets as provided from 

certified pharmaceutical web sites known as Druglib.com and 

Drug.com. The datasets contain patient recommendations  

 

Algorithm 3 Data Sorting and Management Proof Technique 

Input: DSM records which are shared using federated training 

model 

 

1. Estimate the user’s probability of default d 1 

 = ,d = −z . 

 1 − d 1 + a 

2. Compute the weight of proof WOPn= In
m

x
n
n

/
/
m

xi
i 
 

3. Compute the DSM groups by the data record record= 

M − N log(odd c) 

4. group(c) = (c ⩾recordo) + (c ⩾record1) + ... + 

     c ⩾cy−1 

5. Transform all individual gate circuit to anR1CS 

constraint. Create these constraints. using Lagrange 

interpolation, and then utilized the no-knowledge 

evidence technique to construct proofs. 

6. Utilize Lagrange interpolation algorithm to convert 

the R1CS constraints to Polynomial function 

7. return data sorting and management proof outcomes 

 

B. ANALYSIS AND COMPARISON OF SYSTEM 

PERFORMANCE 

 

 In Table 2, the percentage of the values of 

contribution which are generated from the federated learning 

of the contributors is presented. The first three rows shows the 

no-attacked case of the local dataset, while the last row 

indicates a case where even though there are four data 

providers, but the dataset of the last data provider Z is 

attacked. 

  

TABLE 2. Contribution portion comparison for varying 

federated learning. 

 
 

The performance of the recommender data 

management proof and DSM proof algorithm were analyzed 

using six 64-bit Ubuntu18 servers which are powered with 

8GB of RAM each and 8-core CPUs. In a setting with a total 

of 30 nodes, each machine propelled The description in Fig.2 

shows that the trained model is basically the same as if the 

models were federated provided that each party reliably 

supplies their respective local data for federated 

learning.Furthermore, the performance of the recommender 

data management proof and DSM proof algorithm were 

analyzed using six 64-bit Ubuntu18 servers which are 

powered with 8GB of RAM each and 8-core CPUs. In a 

setting with a total of 30 nodes, each machine propelled 

 

 
FIGURE 2. Comparison of consumption time for different 

types of federated learning. 

  

The experimental results which illustrate the 

performance comparison result of the proposed CSPPoS are 

shown in 
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FIGURE 3. Performance comparison of throughput CSPPoS 

algorithm using different values of α. 

 

 
FIGURE 4. The effect of devious nodes on the computational 

time consumption in CSPPosS. 

 

 Fig. 3 and 4. In Fig. 3, the number of concurrency is 

set at 800, while the data throughput is measured against 

varying nodes qualities. The experiment shows that in a 

cluster of different nodes, the overall throughput of the 

CSPPoS algorithm drops while the latency rises with every 

rise in the number of nodes. The metric utilized in testing the 

throughput of the algorithm is comparatively higher when α = 

0.4. On the other hand, the latency of the proposed algorithm 

is lower at α = 0.6 and α = 0.8. Similarly, the illustration in 

Fig.4 indicates that when the number of preliminary devious 

nodes in the cluster rises, the computational time necessary for 

the alteration of a primary node to a devious node reduces 

 

C. COMPARISON WITH OTHER METHODS 

 

 The experiment in Fig.5 compares the performance 

of the proposed SERTT technique with other recently 

proposed methods such as, KiRKi [1], ANCILE [2], TCUGA 

[3] and Private-Rec [4]. As observed in the Figure, the overall 

time grows correspondingly in proportion to the quantity of 

the 

 

.  

FIGURE 5. Comparison of gradients per user effect on 

transmission    time. 

 

 utilized datasets. As soon as there is a modification in 

SERTT technique, it takes approximately 10 seconds to attain 

a proxy operation.Inconclusion, the experiment indicates that 

in comparison to other existing methods, the proposed SERTT 

training mechanism outperforms them with respect to 

transmission and computational time. Likewise, with the same 

metric for gradients per user and dropout metrics, the 

compared existing methods show greater amount of training 

success for the proposed SERTT. 

 

VII. CONCLUSION 

 

 With the recent rapid evolution of artificial 

intelligence technology, secure medical data recommender 

training and modelling techniques are more and more 

important. Preserving user data from unauthorized access has 

occurred to be a pressing concern. Therefore, this chapter of 

the thesis was focused on providing a new solution for 

handling the issue of analyzing  user medical data for training 

while sustaining user privacy. This section proposed a SERTT 

technique, which is an incorporation of a federated learning 

and blockchain for data training and modelling. For proficient 

data model designing, the study proposed a REMANA 

approach which is based on neural structural search, and 

which provides an efficient data sorting management (DSM) 

model design. For a secured training of federated learning, the 

study utilized the blockchain no-knowledge proof system. 

Results of the experiment show that SERTT technique is 

secure with optimal performance. Nonetheless, there are still 
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some latitudes for improving performance and security in the 

proposed technique. In order to achieve this in further 

research, the study will further optimize the efficiency of the 

distributed learning system of federation learning and will also 

reduce federated learning’s training time using a proficient 

gradient distribution algorithm. Additionally, the study will 

further require optimizing the proficiency of data management 

model search and design to further improve the accuracy 

performance of the system’s DSM model. Moreover, the no-

knowledge proof process in this study was deployed in an 

ethereum smart contract, which is a less efficient verification 

approach at the core layer, thus, further attention can be given 

to integrating no-knowledge proof algorithms in the 

blockchain source code layer, to optimize the proficiency and 

performance of the proposed SERTT system. 
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