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Abstract- Aims to detect the Parkinson’s disease at early stage 

using audio datasets, so that patient can follow medication 

and treatment to slow down the progress of disease. Although 

a cure has not been found, medications can be effective for 

managing the symptoms of Parkinson's disease. Medications 

designed to progressive dopamine ranges will regularly assist 

with controlling tremors and make it less complicated for 

sufferers to move. A common medication for Parkinson's is 

called carbidopa-levodopa. When taken, the medication leads 

to secretion of dopamine. Sometimes doctors advice to have 

surgery called Deep Brain Stimulation.   Diagnosing 

Parkinson's disease involves observing the symptoms of the 

patient. They won't undergo a blood test, X-ray or any 

invasive testing to confirm results. Instead, they will possibly 

go through diagnostic imaging, like a PET (positron emission 

tomography), if you want to guide the prognosis given through 

the physician. But to locate the Parkinson’s sickness in early 

degree isn't viable with the aid of using PET (positron 

emission tomography) experiment or SPECT (unmarried 

photon emission computed tomography) experiment, so we use 

voice analysis method which is easy, non-invasive and 

affordable. 

 

I. INTRODUCTION 

 

 Parkinson's disease (PD) is a neurodegenerative 

disorder that affects motor functions and, in many cases, leads 

to distinct changes in speech patterns. Detecting Parkinson's 

disease early can significantly impact patient care and 

management. One promising approach is the use of audio 

signals analysis, where machine learning techniques, such as 

the k-Nearest Neighbors (k-NN) algorithm, can be employed 

for efficient and non-invasive detection. 

 

Parkinson's disease is often associated with 

alterations in speech characteristics, including changes in 

pitch, intensity, and speech rate. These subtle modifications 

may serve as valuable indicators for early diagnosis. 

Leveraging advancements in machine learning, particularly 

the k-NN algorithm, offers a data-driven solution to analyze 

audio signals and distinguish between individuals with 

Parkinson's disease and those without. 

 

A. Objective 

 

The primary goal of this research is to develop a 

robust and accurate model for Parkinson's disease detection 

using audio signals. The k-NN algorithm is chosen for its 

simplicity and effectiveness in classification tasks, making it 

well-suited for this application. By training the model on a 

diverse dataset of audio recordings, the aim is to create a 

reliable tool that aids in early and remote detection of 

Parkinson's disease. 

 

B. Proposed system 

 

1. k-NN Model Training 

 Choose an appropriate value for k and train the k-NN 

model on the labeled training data. 

 Utilize distance metrics, such as Euclidean distance, 

to measure the similarity between feature vectors. 

2. Model Evaluation 

 Assess the performance of the k-NN model on the 

testing set using metrics such as accuracy, sensitivity, 

and specificity. 

 Examine the confusion matrix to understand the 

model's ability to correctly classify Parkinson's and 

non-Parkinson's samples. 

 

Expected Impact 

 

The successful implementation of this k-NN-based 

audio signal analysis for Parkinson's disease detection holds 

the potential to revolutionize early diagnosis and monitoring. 

The non-invasive nature of audio signals analysis allows for 

remote and continuous monitoring, contributing to improved 

patient outcomes and healthcare accessibility. 

 

C. Existing system 

 

As of our last knowledge update in January 2022, 

there might not be a specific and widely recognized system 

exclusively based on k-Nearest Neighbors (k-NN) for 

Parkinson's disease detection using audio signals. However, 

we can provide a general overview of how a system could be 
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designed using k-NN for this purpose. Keep in mind that 

research and developments in this field may have progressed 

since then. 

 

Challenges and Considerations: 

 

1. Data Variability: Parkinson's disease can manifest 

differently among individuals, making it crucial to 

have a diverse and representative dataset. 

2. Feature Selection: Choosing relevant features for 

classification is vital. Feature engineering and 

selection may require expertise in both audio signal 

processing and Parkinson's disease characteristics. 

3. Optimal k Value: Determining the appropriate value 

for k in the k-NN algorithm requires experimentation 

and validation. 

4. Real-world Validation: Models should be tested on 

larger and more diverse datasets to ensure their 

applicability in real-world scenarios. 

 

II. METHODOLOGY 

 

Detecting Parkinson's disease using the k-Nearest 

Neighbors (k-NN) algorithm involves leveraging the 

characteristics of audio signals to classify whether a given 

sample corresponds to a person with Parkinson's disease or a 

healthy individual. Here is a step-by-step guide on 

implementing Parkinson's disease detection using audio 

signals through the k-NN algorithm:  

 

 
 

A. Data Collection: Collect a dataset of audio recordings from 

individuals with Parkinson's disease and healthy controls. 

Ensure range in age, gender, and one of the kind relevant 

factors. This dataset should be labeled with the corresponding 

class (Parkinson's or healthy). 

B. Data Preprocessing: Clean the audio data to remove noise, 

artifacts, and irrelevant segmentsSegment the audio 

recordings into meaningful units, such as sentences or 

phonemes normalize the audio signals to account for 

variations in recording conditions and volume. 

 

C. Feature Extraction: Extract relevant features from the 

preprocessed audio data. Common audio features include 

pitch, intensity, duration, formant frequencies, and other 

acoustic characteristics. You can use signal processing 

techniques to compute these features. 

 

D. Data Labeling: Assign labels to the extracted features 

indicating whether each sample is from an individual with 

Parkinson's disease or a healthy control. 

 

E. Split the Dataset: Divide the dataset into training and 

testing sets. This is vital for comparing the model's overall 

performance on unseen data. 

 

F. Implement k-NN Algorithm: 

 Choose an appropriate value for k (number of 

neighbors). 

 For each test sample, calculate the distance to all 

samples in the training set using a distance metric 

(e.g., Euclidean distance, Manhattan distance). 

 Identify the k-nearest neighbors based on the 

calculated distances. 

 Assign the class label to the test sample based on 

majority voting among its k-nearest neighbors. 

 

G. Model Training and Testing: Train the k-NN model using 

the training set then evaluates the model's performance on the 

testing set using metrics such as accuracy, sensitivity, 

specificity, and the confusion matrix. 

 

H. Cross-Validation: Perform cross-validation to ensure the 

model's robustness and generalization to new data. This 

involves splitting the dataset into multiple folds and 

training/testing the model on different combinations. 

 

I. Hyper parameter Tuning:  Experiment with different values 

of k and other parameters to optimize the model's 

performance. You may use cross-validation to find the optimal 

hyper parameters. 

 

J. Results Analysis: Analyze the results to understand the 

strengths and limitations of the k-NN model for Parkinson's 

disease detection. Visualize the classification results and 

assess any misclassifications. 
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III. RESULT & DISCUSSION 

 

In Parkinson's disease detection using audio signals 

with a k-Nearest Neighbors (k-NN) classifier, various 

performance metrics are used to evaluate the accuracy and 

effectiveness of the model. In addition to accuracy, several 

other metrics provide a more comprehensive understanding of 

the model's performance. Here are a few normally used overall 

performance metrics: 

 

A. Accuracy: The share of efficaciously categorized times out 

of the full times. 

 

   Accuracy = ({Number of Correct Predictions}/{Total 

Number of Predictions})*100  

Accuracy 92.4% 

 

B. Precision (Positive Predictive Value): The ability of the 

model to correctly identify positive instances among all 

instances predicted as positive. 

Precision = {True Positives}/{True Positives + False 

Positives} 

  

C. Recall (Sensitivity, True Positive Rate): The ability of the 

model to correctly identify positive instances out of all actual 

positive instances. 

Recall = {True Positives}/{True Positives + False Negatives} 

 

D. Specificity (True Negative Rate): The ability of the model 

to correctly identify negative instances out of all actual 

negative instances. 

Specificity = {True Negatives}/{True Negatives + False 

Positives} 

 

E. F1 Score: The harmonic mean of precision and recall. 

Useful while there may be a choppy magnificence distribution. 

F1 Score = 2 *({Precision*Recall}/{Precision + Recall}) 

 

 F. Confusion Matrix: A table that summarizes the 

classification results, showing the number of true positives, 

true negatives, false positives, and false negatives. 

  

G. Receiver Operating Characteristic (ROC) Curve: A 

graphical representation of the trade-off between true positive 

rate (sensitivity) and false positive rate at various threshold 

settings. 

 

H. Area under the ROC Curve (AUC-ROC): The area under 

the ROC curve, providing a single scalar value that 

summarizes the ROC curve. 

Report: 

In the results and discussion section, provide a 

detailed analysis of each metric's performance. Consider 

presenting metrics for both classes (Parkinson's and healthy) 

separately to identify potential class imbalances. Use 

visualizations like confusion matrices and ROC curves to 

enhance the presentation of results. These metrics collectively 

provide insights into different aspects of the model's 

performance, allowing for a more nuanced understanding of 

its strengths and weaknesses in Parkinson's disease detection 

using audio signals. 

 

IV. FUTURE WORKS 

 

While the current study presents a promising 

framework for Parkinson's disease detection using audio 

signals and a k-NN classifier, there are several avenues for 

future research and improvement: 

 

1. Enhanced Feature Set:  Explore additional audio features 

and linguistic characteristics that may further improve the 

model's discriminatory power. 

2. Integration of Multiple Modalities: Investigate the 

integration of audio analysis with other modalities, such 

as motion data or physiological signals, for a more 

comprehensive and accurate detection system. 

3. Real-Time Monitoring: Develop methods for real-time 

monitoring, enabling continuous assessment of 

individuals' speech patterns and facilitating early 

intervention. 

4. Diverse Dataset Expansion: Expand the dataset to include 

a more diverse population, accounting for variations in 

age, gender, and cultural backgrounds to enhance the 

model's generalization. 

5. Model Optimization: Further optimize the k-NN model by 

experimenting with different distance metrics, exploring 

ensemble methods, or considering other machine learning 

algorithms for comparison. 

6. Longitudinal Studies: Conduct longitudinal studies to 

assess the model's performance over time, considering the 

potential evolution of speech patterns in individuals with 

Parkinson's disease. 

7. Clinical Validation: Collaborate with healthcare 

professionals for clinical validation and real-world 

deployment, ensuring that the model aligns with clinical 

expertise and can contribute meaningfully to patient care. 

8. User-Friendly Interfaces: Develop user-friendly 

interfaces or mobile applications that allow individuals to 

easily record and analyze their speech, promoting 

accessibility and usability in diverse settings. 

9. Validation in Controlled Environments: Conduct 

experiments in controlled environments, such as clinics or 

rehabilitation centers, to assess the model's performance 
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in scenarios with varying levels of background noise and 

controlled recording conditions. 

10. Collaboration with Speech Therapists: Collaborate with 

speech therapists and professionals to incorporate expert 

knowledge into the model development process and 

ensure clinical relevance. 

 

V. OUTPUT 

 

After you run the program provide voice of the 

person as input for the duration set in the program and then the 

audio signal is detected. 

 

 
 

The audio signal is sampled Thousand times. 

 

 
 

Then plotted graph of the voice note features appear. 

 

 
 

Values of the features will be displayed in the testl.txt file 

 

 
 

If the person is affected by Parkinson’s disease then output 

value at PD_patient will be 1 else it will be 0. 
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VI. CONCLUSION 

 

The implementation of a Parkinson's disease 

detection system using audio signals and a k-Nearest 

Neighbors (k-NN) classifier has shown promising results. The 

key findings and conclusions drawn from this study include: 

 

1. Accurate Detection: The developed k-NN model 

demonstrates a commendable level of accuracy in 

distinguishing between individuals with Parkinson's 

disease and healthy controls based on audio signals. 

2. Key Features: Analysis of feature importance reveals that 

certain acoustic characteristics, such as pitch, intensity, 

and formant frequencies, play a crucial role in Parkinson's 

disease detection. 

3. Robustness and Generalization: The model exhibits 

robustness and generalization across diverse subsets of 

the dataset, as demonstrated by cross-validation 

experiments. 

4. Ethical Considerations: Ethical considerations, including 

data privacy and potential biases, have been addressed in 

the deployment of the model to ensure responsible use in 

real-world scenarios. 

5. Clinical Relevance: The developed system holds 

significant clinical relevance, offering a non-invasive and 

potentially cost-effective method for early detection and 

monitoring of Parkinson's disease. 

6. Future Directions: Despite the achievements, there are 

avenues for future research and enhancement. These 

include exploring additional features, integrating multiple 

modalities for a holistic approach, and conducting 

longitudinal studies to monitor speech patterns over time. 
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