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Abstract- The increasing complexity of data-driven tasks and 

human-machine interactions necessitates the development of 

computing systems that can mimic the human brain's 

efficiency in pattern recognition and decision-making. 

Traditional computing architectures, based on Von Neumann 

principles, struggle to achieve the required energy efficiency 

and speed for such tasks. This project explores the 

implementation of Spiking Neural Networks (SNNs) on 

neuromorphic hardware to overcome these challenges. 

Inspired by biological neural mechanisms, SNNs utilize 

discrete spikes for computation and communication, enabling 

efficient real-time learning and pattern recognition. The study 

proposes two parallel neuromorphic architectures: Spiking 

Neural Network with Global Inhibition (SNNGI) and Liquid 

State Machine (LSM), optimized for hardware implementation 

using FPGA. Additionally, the project introduces energy-

saving techniques through approximate computing methods, 

such as Silent Neuron Gating and FPGA-based approximate 

arithmetic units. The proposed architectures achieve 

significant improvements in speed, energy efficiency, and 

hardware resource utilization, demonstrating their potential 

for real-world applications in image recognition, speech 

processing, and other cognitive tasks. 

 

I. INTRODUCTION 

 

 The rapid advancement in data-driven technologies 

has led to an exponential increase in the volume and 

complexity of information processed by modern computing 

systems. Traditional Von Neumann architectures, which 

separate memory and processing units, are inherently limited 

in handling real-time, large-scale cognitive tasks such as 

pattern recognition, image classification, and speech 

processing. These architectures demand significant power and 

computational resources, creating challenges in terms of 

efficiency, scalability, and adaptability. 

 

Inspired by the human brain’s remarkable ability to 

perform complex tasks with minimal energy consumption, 

neuromorphic computing has emerged as a promising 

paradigm to bridge this gap. Neuromorphic systems mimic 

biological neural networks by using spiking neural networks 

(SNNs) that process information through discrete events called 

spikes. Unlike traditional artificial neural networks, SNNs 

enable more efficient processing of time-dependent data while 

reducing energy consumption, making them suitable for edge 

devices and low-power applications. 

 

This project focuses on the implementation of SNNs 

on neuromorphic hardware to achieve energy-efficient, real-

time processing for pattern recognition tasks. Two parallel 

architectures are proposed: Spiking Neural Network with 

Global Inhibition (SNNGI) and Liquid State Machine (LSM). 

These architectures address key challenges in neuromorphic 

design, including efficient synapse management, real-time 

learning, and scalability. Additionally, approximate computing 

techniques are introduced to further optimize power 

consumption by trading off minor accuracy losses for 

substantial hardware cost savings. Through the use of FPGA-

based implementations, the project demonstrates the feasibility 

of achieving high-speed, low-power neuromorphic systems for 

practical applications. 

 

In summary, this work aims to contribute to the 

growing field of neuromorphic computing by presenting 

hardware-optimized SNN architectures that pave the way for 

next-generation energy-efficient cognitive systems. 

 

II. LITERATURE REVIEW 

 

2.1 Neuromorphic Computing and Spiking Neural 

Networks (SNNs) 

 

Neuromorphic computing has gained significant 

attention as a promising approach to replicate the human 

brain’s efficiency in performing complex tasks. Unlike 

conventional computing systems, neuromorphic hardware 

relies on brain-inspired architectures that integrate neurons 

and synapses into silicon-based circuits, enabling parallel and 

energy-efficient processing. The foundation of neuromorphic 

computing is built on Spiking Neural Networks (SNNs), 

which differ from traditional artificial neural networks by 

utilizing spike-based communication to mimic biological 

neurons. 
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Several studies have highlighted the advantages of 

SNNs in achieving real-time performance with reduced energy 

consumption. Maass et al. introduced the Liquid State 

Machine (LSM), a recurrent neural network model that uses a 

reservoir of randomly connected spiking neurons to process 

temporal data efficiently. Similarly, Diehl and Cook 

demonstrated that SNNs could achieve competitive accuracy 

in image classification tasks, while significantly reducing 

power consumption compared to traditional neural networks. 

However, the implementation of SNNs on digital hardware 

presents challenges related to memory management, real-time 

learning, and energy efficiency. Researchers have proposed 

various hardware architectures to address these issues, 

including the use of Field Programmable Gate Arrays 

(FPGAs) for prototyping neuromorphic systems. Hardware-

accelerated SNNs leverage the inherent parallelism of FPGAs 

to achieve high throughput in tasks such as pattern recognition 

and speech processing. 

 

2.2 Approximate Computing in Neuromorphic Systems 

 

Approximate computing has emerged as a key 

strategy to improve the efficiency of hardware systems by 

relaxing the precision of computations. This approach is 

particularly relevant in neuromorphic systems, where minor 

errors in spike timings or synaptic weights have minimal 

impact on the overall system performance. 

 

Kim et al. proposed a carry-skip approximate adder, 

which reduces power consumption and critical path delay by 

predicting carry-in values based on less significant input bits. 

Similarly, Wang et al. introduced Silent Neuron Gating 

(SNG), a technique that deactivates inactive neurons in real 

time to reduce dynamic power consumption. 

 

Despite these advancements, there is a need for more 

efficient hardware designs that integrate approximate 

computing techniques with neuromorphic architectures. This 

study addresses this gap by proposing novel parallel SNN 

architectures optimized for FPGA implementation, with a 

focus on reducing power consumption and improving 

processing speed. 

 

III. METHODOLOGY 

 

3.1 Overview 

 

The methodology of this project involves the design, 

implementation, and evaluation of energy-efficient spiking 

neural network architectures on FPGA-based neuromorphic 

hardware. Two parallel architectures are proposed: the Spiking 

Neural Network with Global Inhibition (SNNGI) and the 

Liquid State Machine (LSM). Both architectures are optimized 

for real-time learning and pattern recognition tasks, with a 

focus on reducing power consumption through approximate 

computing techniques. 

 

The project is divided into three phases: 

 

1. Design and Simulation of SNN ArchitecturesThe initial 

phase involves the design and simulation of the proposed 

SNN architectures using software tools such as MATLAB 

and Python. The network structures, including neuron 

models and synaptic connections, are defined and tested 

for their accuracy and stability in pattern recognition 

tasks. 

2. Hardware Implementation on FPGAThe second phase 

focuses on the hardware implementation of the SNN 

architectures using Xilinx Vivado and a Xilinx FPGA 

board. The designs are optimized for parallel processing, 

and the hardware resources, including memory and logic 

elements, are efficiently utilized to achieve high 

performance. 

3. Integration of Approximate Computing TechniquesIn 

the final phase, approximate computing techniques, such 

as Silent Neuron Gating and approximate arithmetic units, 

are integrated into the hardware designs. These techniques 

are evaluated for their impact on power consumption, 

processing speed, and accuracy. 

 

3.2 SNNGI Architecture Implementation 

 

The Spiking Neural Network with Global Inhibition 

(SNNGI) architecture is implemented as a two-layer network 

with excitatory and inhibitory neurons. The network uses a 

Leaky Integrate-and-Fire (LIF) neuron model to update 

membrane potentials and generate spike events. 

 

The SNNGI system is implemented on an FPGA using the 

following steps: 

1. Data PreparationThe input data, such as handwritten 

digits from the MNIST dataset, is converted into spike 

trains using an encoding scheme that represents pixel 

intensities as spike frequencies. 

2. Neuron Unit DesignThe neuron unit is designed to 

update membrane potentials based on synaptic weights 

and input spike events. The unit includes memory 

elements to store neuron states and synaptic weights. 

3. Learning Rule ImplementationThe Spike-Timing 

Dependent Plasticity (STDP) learning rule is implemented 

to update synaptic weights based on the timing of pre- and 

post-synaptic spikes. 

 

3.3 LSM Architecture Implementation 
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The Liquid State Machine (LSM) architecture 

consists of a reservoir of randomly connected spiking neurons 

and a readout stage for classification tasks. The reservoir 

processes input spike trains, while the readout stage uses a 

supervised learning rule to adjust synaptic weights. 

 

The LSM system is implemented on FPGA as follows: 

 

1. Reservoir DesignThe reservoir is designed with 

randomly connected neurons using the LIF model. 

The reservoir’s recurrent connections provide 

temporal memory for processing time-varying input 

signals. 

2. Readout Stage DesignThe readout stage is 

implemented with plastic synapses that adapt their 

weights based on the supervised learning rule. 

Teacher signals are used during training to guide the 

synaptic adjustments. 

3. Speech Recognition TaskThe LSM system is 

evaluated using the TI46 speech corpus, a dataset 

containing spoken digits from multiple speakers. The 

system’s accuracy and processing speed are 

compared with traditional CPU-based 

implementations. 

 

3.4 Approximate Computing Techniques 

 

To improve the energy efficiency of the 

neuromorphic systems, the following approximate computing 

techniques are integrated into the SNNGI and LSM 

architectures: 

 

1. Approximate AddersA novel FPGA-based 

approximate adder is implemented, which reduces 

power consumption by dynamically adjusting the 

precision of arithmetic operations. 

2. Silent Neuron Gating (SNG)SNG is applied to 

deactivate neurons that remain inactive for long 

periods, reducing dynamic power consumption 

without significantly affecting accuracy. 

3. Error Analysis and CompensationError analysis is 

performed to evaluate the impact of approximation 

on the system's accuracy. Compensation mechanisms 

are introduced where necessary to minimize 

performance degradation. 

 

3.5 Evaluation Metrics 

 

The proposed architectures are evaluated based on the 

following metrics: 

 Accuracy: The recognition rate for pattern 

recognition and speech processing tasks. 

 Energy Consumption: The total power consumed by 

the FPGA-based systems during training and 

recognition phases. 

 Processing Speed: The time required to complete 

training and recognition tasks. 

 Hardware Resource Utilization: The use of FPGA 

resources, including logic elements, flip-flops, and 

block RAMs. 

 

IV. RESULTS AND DISCUSSION 

 

This section presents the results obtained from the 

implementation of two parallel neuromorphic architectures, 

namely the Spiking Neural Network with Global Inhibition 

(SNNGI) and the Liquid State Machine (LSM). The results are 

analyzed based on accuracy, processing speed, energy 

efficiency, and hardware resource utilization on FPGA. 

Additionally, approximate computing techniques such as 

approximate adders and Silent Neuron Gating (SNG) are 

evaluated for their impact on the performance of these 

architectures. 

 

1. Results Summary 

 

1.1 SNNGI Architecture (Image Recognition) 

 

The SNNGI architecture was tested on the MNIST 

handwritten digit dataset, achieving competitive accuracy and 

significant speedup over conventional CPU implementations. 

 

 Dataset: MNIST (60,000 training images, 10,000 test 

images) 

 Accuracy: 89.1% 

 Speedup over CPU: 59.4x 

 Power Consumption: 136 mW 

 FPGA Operating Frequency: 120 MHz 

 Recognition Runtime: ~18 seconds per image 

 

1.2 LSM Architecture (Speech Recognition) 

 

The LSM architecture was evaluated using the TI46 speech 

corpus, showing excellent performance in speech recognition 

tasks. 

 

 Dataset: TI46 Speech Corpus (500 speech samples) 

 Accuracy: 99.4% 

 Speedup over CPU: 88x 

 Power Consumption: 145 mW 

 FPGA Operating Frequency: 390 MHz 

 Recognition Runtime: ~10.2 seconds for 50 

iterations 
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2. Comparison of Architectures 

 

Table 1: Comparison of SNNGI and LSM Architectures 

Metric SNNGI (Image 

Recognition) 

LSM (Speech 

Recognition) 

Dataset MNIST TI46 Speech 

Corpus 

Accuracy 89.1% 99.4% 

Speedup over 

CPU 

59.4x 88x 

Power 

Consumption 

136 mW 145 mW 

FPGA Operating 

Frequency 

120 MHz 390 MHz 

Recognition 

Runtime 

~18 seconds per 

image 

~10.2 seconds for 

50 iterations 

 

The results show that both architectures achieve 

impressive speedup compared to traditional CPU 

implementations. The LSM architecture demonstrates higher 

accuracy for speech recognition tasks, whereas the SNNGI 

architecture performs well in image recognition. 

 

Table 2: Hardware Resource Utilization on FPGA 

Resource SNNGI LSM 

Flip-Flops (FFs) ~22,000 ~2,600 

Basic Elements of Logic ~136,000 ~15,890 

Block RAMs (BRAMs) ~10 ~10 

 

The SNNGI architecture utilizes more FPGA 

resources due to the complexity of its network structure. 

However, both architectures make efficient use of available 

hardware, balancing performance and resource costs. 

 

1. Discussion of Results 

 

1 Accuracy 

 

The accuracy results indicate that both architectures 

perform well in their respective tasks. The SNNGI architecture 

achieves an accuracy of 89.1% for image recognition using 

the MNIST dataset, which is competitive with software-based 

spiking neural networks. The LSM architecture achieves a 

remarkable 99.4% accuracy on the TI46 speech corpus, 

demonstrating its suitability for speech recognition tasks. 

 

2 Speedup and Runtime 

The FPGA-based implementations show substantial speedups 

compared to traditional CPU-based implementations: 

 

 SNNGI: Achieves a 59.4x speedup over a 2.2 GHz 

CPU for image recognition tasks. 

 LSM: Achieves an 88x speedup over a 2.3 GHz 

AMD Opteron CPU for speech recognition. 

 

This improvement in speed is due to the inherent 

parallelism of FPGA architectures, allowing multiple neuron 

updates to be processed simultaneously. 

 

3  Power Consumption 

 

Power consumption is a critical factor in 

neuromorphic computing. Both architectures demonstrate low 

power consumption: 

 

 SNNGI: Consumes 136 mW during operation. 

 LSM: Consumes 145 mW during operation. 

 

The power efficiency achieved by these architectures makes 

them suitable for real-time applications, especially in 

embedded systems and edge devices. 

 

4  Hardware Resource Utilization 

 

The hardware resource utilization on FPGA is an important 

consideration in evaluating the efficiency of the proposed 

architectures: 

 

 The SNNGI architecture uses more Flip-Flops (FFs) 

and Basic Elements of Logic (BELs) due to its 

complex synaptic connections and learning circuits. 

 The LSM architecture is more resource-efficient, 

using fewer logic elements while achieving high 

performance. 

 

5 Impact of Approximate Computing Techniques 

 

The integration of approximate computing 

techniques, such as approximate adders and Silent Neuron 

Gating (SNG), further enhances the energy efficiency of both 

architectures: 

 

 Approximate Adders: Reduced power consumption 

by dynamically adjusting the precision of arithmetic 

operations. 

 Silent Neuron Gating (SNG): Deactivated neurons 

that remain inactive for long periods, reducing 

dynamic power consumption without significantly 

affecting accuracy. 
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V. CONCLUSION 

 

This project demonstrated the successful 

implementation of two neuromorphic architectures, the 

Spiking Neural Network with Global Inhibition (SNNGI) and 

the Liquid State Machine (LSM), on FPGA hardware. Both 

architectures showed significant improvements in processing 

speed, accuracy, and energy efficiency compared to traditional 

CPU-based systems. The SNNGI architecture proved effective 

for image recognition tasks, achieving an accuracy of 89.1% 

on the MNIST dataset, while the LSM architecture excelled in 

speech recognition, achieving a near-perfect accuracy of 

99.4% on the TI46 speech corpus. 

 

The use of parallel processing on FPGA allowed both 

architectures to achieve substantial speedups over general-

purpose CPUs, with the SNNGI achieving a 59.4x speedup 

and the LSM achieving an 88x speedup. Additionally, both 

architectures demonstrated low power consumption, making 

them suitable for real-time, energy-efficient applications in 

embedded systems and edge devices. 

 

The integration of approximate computing 

techniques, including approximate adders and Silent Neuron 

Gating (SNG), further enhanced the energy efficiency of the 

systems without compromising accuracy. These techniques 

allowed dynamic adjustment of arithmetic precision and 

deactivation of inactive neurons, resulting in reduced power 

consumption. 

 

Overall, this work highlights the potential of 

neuromorphic computing for real-world applications in pattern 

recognition and speech processing. The results indicate that 

hardware-optimized spiking neural networks can achieve high 

performance and energy efficiency, paving the way for future 

developments in cognitive computing systems and low-power 

artificial intelligence solutions. 
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