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Abstract- Sepsis is a fatal disease with a high mortality rate, 

especially in intensive care patients. Early and accurate 

diagnosis of sepsis is important because delay in treatment 

increases mortality. Infectious Disease Prevention, Clinical 

Abnormalities and Early Warning Signs are the usual 

diagnostic criteria for diagnosing sepsis in practice. However, 

the score cannot provide an early prediction for sepsis, in 

which the mortality rate will decrease if patients receive 

emergency treatment. The person applying for isolation can 

predict the fact of sepsis 6 hours before the diagnosis of the 

disease. To achieve this, a patient's electronic medical record, 

demographic information, and vital signs are used. This study 

uses a data preprocessing strategy adapted to the dataset. 

This plan introduces a new outlier-based mean data 

evaluation method, increasing the value of existing data and 

thus improving the overall accuracy of the prediction. It is 

made easier for physicians to understand the model by 

providing an explanation of the main points that affect the 

distributor's estimate. 

 

Keywords- Sepsis detection, vital sign, Laboratory values, 

Machine Learning, Accuracy, XGBoost. 

 

I. INTRODUCTION 

 

 Sepsis is a life-threatening medical emergency that 

can rapidly lead to tissue damage, organ failure, and death [1]. 

Sepsis is considered responsible for more than one-third of the 

hospital deaths in the United States and the increased 

incidence have been a growing concern [2]. It is one of the 

most expensive conditions to treat, representing 13% of the 

total U.S. healthcare cost. Additionally, statistics show that the 

average length of stay in hospitals for sepsis patients is nearly 

75% longer than that of other medical conditions [3]. It has 

been reported that the early intervention and recognition of 

sepsis can significantly reduce the overall mortality and cost 

burden of sepsis. The importance of early prediction and 

treatment of sepsis is emphasized in the current clinical and 

observational studies that show a lower risk of mortality for 

sepsis patients who received antibiotics and intravenous fluids 

on time [4], [5]. In another study, it is reported that hourly 

delays in the initiation of antibiotic therapy can cause an 

average increase in the mortality rate by 7.6% [6]. In the 

context of sepsis diagnosis, the Systemic Inflammatory 

Response Syndrome (SIRS) criteria were considered to be 

central [7]. Recently, the third international consensus 

definition for sepsis and septic shock (Sepsis-3) was 

published. For diagnostic criterion, the Sequential Organ 

Failure Assessment (SOFA) scoring system was proposed. 

Furthermore, SIRS criteria have been criticized for inadequate 

specificity and sensitivity since SIRS may occur in several 

non-infectious scenarios [8]. The SOFA score is based on the 

degree of dysfunction of six organ systems, such as 

respiratory, coagulation, hepatic, cardiovascular, renal, and 

neurological systems [9]. According to the Sepsis-3 

guidelines, patients with a SOFA score of 2 or more are 

associated with an organ failure consequent to the infection, 

meaning that a higher SOFA score indicates the increased 

mortality risk. The Modified Early Warning Score (MEWS) is 

another scoring system used for the determination or 

prediction of sepsis [10]. These updated definitions and gold 

standards have been adapted to facilitate the earlier 

identification and timely management of septic patients. 

However, sepsis is a dynamic condition and, hence, such 

criteria may not yield accurate outcomes. Consequently, early 

prediction of the onset of sepsis remains a challenging 

problem. There has been a significant surge in using deep 

learning as well as machine learning for solving multivariate, 

complex, and nonlinear problems. Training such models 

requires a significant volume of data. Meanwhile, the 

intensive care unit (ICU) patients are monitored  

 

  Early prediction of Sepsis based on patient Vital 

Signs and Laboratory Values using XGBoost consistently. 

This has generated an abundance of data, which allows for 

training DNNs for event prediction or decision support in 

critical care cases [11]. Recent studies have incorporated such 

DNN-based approaches using electronic health records 

(EHRs) for identifying the early stages of complex diseases 

[12], [13], [14]. 

 

II. LITERATURE REVIEW 

 

Sepsis is a clinical syndrome of physiologic, 

pathologic, and biochemical abnormalities induced by 

infection leading to life-threatening acute organ dysfunction 
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[15]. Incidence of sepsis in US hospitals account for 5.9% (1.7 

million) of the hospitalizations and 15.6% (over a quarter of a 

million) of the in-hospital deaths in 2014 [16]. Furthermore, 

infectious etiology including sepsis is found to be the most 

common cause for 30-day hospital readmission. Sepsis 

readmission costs about $3.5 billion annually within the 

United States [17]. Thus, sepsis is very common, often fatal 

and requires rapid and timely interventions to improve overall 

clinical outcomes and more importantly enhance patient 

survival [18]. According to the Third International Consensus 

on sepsis-3 criteria, sepsis is now defined as ‘life threatening 

organ dysfunction caused by deregulated host response to 

infection’, and its clinical diagnosis is based on acute changes 

in Sequential Organ Failure Assessment (SOFA) score of ≥ 2. 

The quick SOFA (qSOFA) score was developed as a bedside 

tool to rapidly screen the patients at risk of sepsis outside 

critical care [16]. Although sepsis-3 criteria is increasingly 

common in intensive/critical care unit clinical trials for 

retrospective analysis, there are concerns regarding the 

complexity of the SOFA score, the lack of clinical evidence 

for the validity of sepsis-3 criteria, its applicability for 

widespread clinical practice, and the gap in recommendations 

that prompt necessary measurements and laboratory tests [19]. 

The prognostic accuracy of systemic inflammatory response 

syndrome (SIRS), SOFA, qSOFA for sepsis prediction vary 

widely among various retrospective clinical trials [19], [20] 

and are limited for early detection of sepsis as compared to the 

early warning score methods [20]. The timing of sepsis 

diagnosis is important, as it profoundly affects the clinical 

outcomes of patients as well as healthcare utilization and costs 

[21]. Therefore, accurate and reliable early diagnosis of sepsis 

is critical to lower the sepsis related mortality and healthcare 

costs. The PhysioNet/Computing in Cardiology Challenge 

2019 focused on the development of automated machine 

learning (ML) algorithms for early sepsis detection from 

clinical and physiological data sourced from ICU patients. The 

challenge given to the research community was to predict 

sepsis 6 hours before the clinical prediction of sepsis [22]. 

Previous studies explored the potential for ML-based 

approaches to enhance ICU patient outcomes with sepsis [23]; 

however, the effectiveness and utility of these algorithms on 

clinical practice and patient outcomes, particularly outside of 

ICU settings, are yet to be established [24]. It is important to 

consider how sepsis prediction changes with the data available 

in these different settings, how patients need to be monitored 

across settings, as well as the multitude of factors that can 

influence the performance of sepsis prediction in diverse 

populations. This thesis delineates the influence of (i) feature 

selection among objective vital measures and laboratory 

biometrics and expert inputs and (ii) the choice of more 

homogenous/heterogeneous patient populations in the 

performance of ML algorithms for early detection of sepsis. 

Even though there have been many attempts to use machine 

learning (ML) to find sepsis early, it remains a significant 

concern for healthcare stakeholders worldwide. ML 

accelerates data processing and analysis, which can greatly aid 

in early prediction. With minor changes in deployment, 

predictive analytic approaches that use machine learning could 

be trained on increasingly larger data sets and provide deeper 

analysis on a variety of aspects. Early prediction aims at 

identifying the onset of sepsis well before a physician can do 

it. An accurate early predictive model would help the 

physicians to have a closer look at the patients well before the 

onset of sepsis and could reduce the morbidity rate as well as 

the financial cost of treating the patient. The four major 

categories of ML algorithms are supervised, unsupervised, 

semi-supervised, and reinforcement learning 

 

• Supervised algorithms use labeled data sets to train 

the predictive or classification model and then the 

trained model is tested on unlabeled data sets to 

measure the effectiveness of the model. Supervised 

learning is used for sepsis prediction  

• An unsupervised algorithm uses unlabeled data set 

and is especially used for clustering applications.  

• Semi-supervised learning is the hybrid of supervised 

and unsupervised learning algorithms that use both 

labeled and unlabeled data sets. Using additional 

information from unlabeled data will surely improve 

the prediction outcome and is attempted by a few 

authors in early sepsis prediction [4].  

• Reinforcement Learning (RL) does not need any data 

set and the learning agent continuously interacts with 

the environment to derive an optimum strategy for 

sequential-decision problems. RL algorithms are used 

by researchers for finding patient specific sepsis 

treatment strategies [9].   

 

III. PROPOSED WORK 

 

The problem remains important since the high rates 

of missing data can result in a potential bias leading to an 

inaccurate diagnosis and treatment as well as poor modeling 

and statistical analyses. Common approaches such as omitting 

the missing values along consecutive terms may result in 

information loss. It can also dramatically shorten sample size 

which is not feasible in order to produce reasonable results for 

DNNs. For instance, mean substitution is a common and 

simple practice of replacing missing values but it disturbs the 

variance of completed data and the correlation of other 

variables. There are two main drawbacks to the current sepsis 

prediction models; 1) Inadequate performance for longer 

prediction time and 2) Limited usage of data sets. researcher 
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feels confident about their work and takes a jump to start the 

paper writing. 

 

The summary of the proposed framework is 

illustrated in Figure below. It consists of four main blocks, 

which we call preprocessing, Feature Extraction, training and 

the prediction block. 

 

 
Figure 1: Proposed System 

 

The dataset contained a substantial amount of 

missing values which were bound to have an adverse effect on 

the performance of the model unless treated properly. This 

issue was addressed by carrying forward the last observation 

to the subsequent missing values and constant imputation. One 

of the most common methods of dealing with missing data is 

complete case method, referred to as list wise deletion as well. 

In this technique, all the cases with any missing data are 

dropped.  In this method of analysis, a missing follow-up 

value is replaced by (imputed as) that subject’s previously 

observed value, that is, the last observation is carried forward. 

While performing the last observation carried forward in this 

paper, it was ensured that the data of one patient is not passed 

on to the next patient because it would make no sense. Each 

and every patient is independent in terms of their vital signs 

and laboratory value measurements. Unless there is any 

specific reason to do so, i.e. use one patient value for the 

other, which might be a case for disease which is related to 

age, gender, demographic area, keeping the patient data as 

separate entities is the most logical approach to handle the 

missing values. Even after replacement of the missing values 

in the aforementioned method, some values may still be non-

numerical values which might appear problematic to the 

model. Therefore, single imputation was resorted to after 

performing the LOCF method.  

  

The most common method of single imputation is 

constant replacement. This procedure requires a single value 

to be computed and then subsequently imputed for (i.e., to 

replace) a missing value. Despite being a simple method, it 

does not factor correlations between data and might introduce 

bias in the data itself. In this thesis, zero imputation was used. 

The question whether zero is a plausible value for the feature 

being replaced is also of concern. It can be noted here that the 

missingness itself could be classified as a new feature in and 

of itself in appropriate cases. Upon performing the data 

cleaning, the end tidal carbon-dioxide (EtCO2) feature was 

found to contain no values at all. So, its variance was zero and 

it contained no information. Any feature with little to no 

variance adds little to the predicting power of a machine 

learning model. As a consequence, this feature was dropped 

from the data. Among the remaining features, 19 features were 

then selected based on the analysis of variance test. The next 

step was to address the huge imbalance in the dataset. As is 

the case with any medical data where anomaly or disease 

detection is the goal, the number of ailing encounter is 

significantly lower than that of normal people. The 

disproportion between the minority and majority classes can 

be handled in a number of ways, one of which is cost-sensitive 

learning. The main theme behind cost-sensitive learning is to 

give weight to a class based on its proportion. That is, if a 

specific class has lower number of cases in it, then it is given 

more weight to compensate for it. This way, the model is not 

biased towards any of the classes. 

 

Proposed algorithm is as follow: 

 

Step  1: Read the dataset for sepsis detection.  

Step 2: Preprocess the dataset.  

Step 3: Apply feature engineering to select the required 

features.  

Step 4: Split the dataset into train_set and test_set. In the 

train_set and test_set select data in the ration 80:20.  

Step 5: Train the model using the XGBoost Classifiers.  

Step 6: Train the model on the base classifiers.  

Step 7: Evaluate the model by calculating “Accuracy” of 

Classes with 0 and 1.   

Step 8: Print the Accuracy. Step 10: Exit. 

 

IV. RESULT 

 

The data is collected from Kaggle websites.  We will 

use machine learning models to predict patients likely to 

become septic based on vital signs and laboratory values. 

Collected patient vitals and labs fetched on a recurring time 

interval and passed through the data transformation pipeline 

and model for Sepsis prediction. Provider manually enters 

values in a Sepsis application. After that the model 

performance will be calculated on following parameters. 

F1_score - measure provides a way to combine both precision 

and recall into a single measure that captures both properties. 

Recall - calculated as the number of true positives divided by 

the total number of true positives and false negatives; good for 

unbalanced data. Precision - quantifies the number of correct 

positive predictions made; good for unbalanced data. 
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Following steps will be done for the implementation work. 

Fetch the data. Load the data using Pandas. Load semi-colon 

separated data from disk. Explore the data Based on the 

attributes from the vital signs and laboratory values, below are 

target attributes to indicate Sepsis. 

 

XGBoost classifier result is shown below: 

 

 
Figure 2: XGBoost classifier 

 

Accuracy comparison is shown below: 

 
Figure 3: Accuracy comparison 

 

V. CONCLUSION 

 

In this paper, we presented and studied a novel 

prediction model with the XGBoost model for septic patients. 

Our initial findings reveal that the available data contained a 

considerable amount of missing values. Thus, to mitigate the 

negative effect of the missing information on the performance 

of the prediction model, we proposed a novel prepossessing 

and early prediction network. Our model not only discovers 

the missing patterns to improve the prediction results, but also 

can cooperate with broader detection windows. We concluded 

that capturing the uncertainty in the time series is specifically 

important in the medical settings to mitigate the propagation 

of error for the purpose of prediction.  Our proposed method 

showed superior results, and it was shown to be applicable for 

any applications involving infrequently recorded health 

records. To our knowledge, this is the latest study to 

demonstrate a sepsis prediction algorithm over incrementally 

longer time windows with a significant performance involving 

adversarial training. 
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