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Abstract- Humans are the most abundant and widespread
species in this environment and have thinking power with a
large complex brain. The brain is made up of billions of
nerves, if any of these nerves get damaged, it caused the
“Brain Tumor”. The human body is made up of several
molecules that handle the full functionality of the body. But
when human lives are affected by drastic diseases then it
affects the survival rates of humans. These diseases must be
predicted at an early stage by professionals so human lives
will be free from these diseases. Nowadays, advanced
technology plays an important role in the medical field and
detects diseases properly. Machine Learning and Deep
Learning technologies are very efficient and can solve
complex data in lesser time. Conventional Neural Networks in
deep learning has many algorithms and make an effective
model for the prediction of brain tumor easily. Many
Researchers are conducting experiments to diagnose the
disease using ML and DL techniques used for brain tumor
prediction. This paper presents a detailed review and
comparative study of existing ML and DL techniques used in
the early prediction of brain tumors. This paper will help
future researchers to make better decisions and to know which
datasets and techniques are used in previous research work.

Keywords- Brain Tumor, Deep Learning, Image Processing,
Image Segmentation, MRI images, Machine Learning.

I. INTRODUCTION

Is the Human brain a biological computer? If yes
then it would be the greenest computer in this universe. The
human brain and computer can be compared by many features
such as learning properties, problem-solving, decision-
making, storage, etc

The most challenging between the human brain and
computer property between the human brain and computer is
the “thinking” property that’s why human is known as
intelligent creature in the universe as compared to other
creature in the universe. With the help of the brain, the human
can make a decision very fast or can solve problems within a
lesser time. By combining both features of humans and
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computers an expert machine is constructed which can work
the same as a human behaves. The human brain and the
computer play a key role in the advanced world with advanced
Artificial Intelligence (Al) technology. Alis at the top with its
advanced features and its applications. Al plays a key role in
all fields like medical fields, education, Gaming, industrial
area, etc. In medical fields, it is used for the diagnosis of
diseases like lung cancer, breast cancer, tumor diagnosis, etc.
Brain tumor diseases made human lives more drastic for the
survivors and can lead to death.. For this, an awareness of
brain tumors “World Brain Tumor Day” is celebrated on 8
June throughout the world. So that everyone gets aware of
brain tumors or they can be easily detected at their early
stages.In the detection of tumors, Machine Learning (ML)
techniques are mostly used for the prediction of brain tumors
in Magnetic Resonance Images (MRI). So an automated
model can be introduced for the professional in the hospital
for detection purposes of tumors and made the decision
quickly and easily within lesser time. For the detection of
tumors, firstly anatomy of the brain must be understood
properly with its parts and functionalities. So tumors must be
managed or controlled properly at their early stages.

1.1 Anatomy of the Brain

The brain of a newborn human baby weighs between
350 and 400 grams or around 3/4 pounds.The typical brain
measure about 15 ¢cm in length. The human brain is a vital and
highly specialized three-pound organ with 1300 to 1400
grams, which controls the overall functionalities of the
body[1]. The brain can analyze or interprets information from
the outside world through the human five senses - sight, smell,
touch, taste, and hearing. It puts the signals together so that the
human brain can sense the information immediately and store
it in the brain's memory. By sending data from the human
body to the brain, the functioning of the human body is greatly
influenced by the central nervous system. The cranial nerves
that come from the brain and the spinal nerves that originate
from the spinal cord make up the peripheral nervous system.
The brain mainly has three parts: The cerebrum, cerebellum,
and brainstem. The brain's two primary tissues are grey matter
and white matter. Meninges is another tissue that covers the
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brain and spinal cord from damage by providing a protected
layer.The harder part that covered the brain is known as the
skull. It can protect the brain from damage. The anterior fossa,
middle fossa, and posterior fossa are three separate regions
located inside the skull. These phrases are sometimes used by
doctors to describe the location of a tumor, such as middle
fossa meningioma. The brain is the very sensitive part of the
human body that handles billions of nerves. If any nerve stop
working or gets damaged then it generated a tumor at that
location[2].

1.2 Brain Tumor

In the brain, thereare billions of nerves and if any of
these nerves get damaged then they form a tumor at that
location. Damage to the brain nerves and healthy tissues can
be caused by a tumor, depending upon the type of cell affected
by the brain tumor, the size of the tumor, and tumors that can
be cancerous and noncancerous, etc. are the basic
classification of brain tumor. A tumor is assigned from grade |
to grade 1V[3].

Grade I:Pilocytic or benign, slow-growing, and having
clearly defined borders.

Grade I1: Slow-growing, infrequently spreading astrocytoma
with a distinct boundary

Grade I11: Anaplastic Astrocytoma, grows more quickly.

Grade IV:Glioblastoma, a malignant tumor that is most
invasive, multiform, and spread quickly to surrounding
tissues. The statistics of brain tumor cases also play a vital role
inproviding knowledge about the cases of brain tumors all
over the world.According to the International Association of
Cancer Registries (IARC), India reports about 28000 cases of
brain tumors each year, and sadly, 24000 individuals pass
away from a brain tumor in 2022.The United States (US) of
America, also suffered drastically for many years. In 2022, all
age groups of people in the US suffer from brain tumor
disease, which also leads to death.An estimated 700,000
Americans living with a primary brain tumor, 88,970
individuals in the US got diagnosed in 2022 with a primary
brain tumor, estimated cases 63,040, individuals having a
benign tumor in the US, estimated cases the US, 25,930
individuals with a malignant tumor, and sadly 18,200
individuals lose their lives through the malignant tumor in US
2022. A tumor is a very serious disease that can occur
anywhere in the human body.The origin of the tumor can have
several ways - damage to nerves, highly used high levels of
radiation, due to family genes, due to cancer, etc[2]. A brain
tumor classification is based on a cancerous and non-
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cancerous forms known as primary classification and
secondary classification[4].Benign and malignant tumors
come under the primary classification which can be easily
curable. Metastatic brain tumors are secondary brain tumor
which is not curable. The symptoms carried out by brain
tumors are memory loss, fewer eye vision, vomiting,
headache, weakness, irritation, hearing problem, muscles ache,
etc[5].Diagnosis of the tumor is always taken by professional
doctors using medical imaging.There are different types of
imaging used for diagnoses such as Magnetic Resonance
Imaging (MRI), Computed Tomography (CT), Single-Photon
Emission Computed Tomography (SPECT), and Positron
Emission Tomography (PET).Out of these CT and MRI are
widely used because of their widespread techniques[5].
Surgeries can be done by doctors using stereotactic
radiosurgery, radiation therapy, medication therapy,
chemotherapy, targeted therapy, etc[6].With the advancement
of computer and image technologies, medical imaging had a
big impact on the medical sector.

Paper Organization

This paper is organized into different sections as
follows:Section Il describes the techniques used for the
detection of brain tumors in MRI images. Section 111 describes
the literature review. Section IV describes the comparative
analysis of the techniques with their accuracies. Section V
describes the conclusion of the paper and what work have
been done in the paper in short.  Section VI describes the
future scope.

Il. DIFFERENT TECHNIQUES USED FOR THE
DETECTION OF BRAIN TUMORS IN MRI IMAGES

Different techniques are used for the detection of the
object from the images. In medical fields, it is mostly used for
tumor and cancer detection in particular regions. Techniques
such as image processing, image segmentation, wavelet
transforms, filters, etc. are widely used for detection purposes.
Image processing and image segmentation techniques work on
the appropriate algorithms and provide better results.
Transform is used for image encoding, decryption, restoration,
and enhancement for preserving the good quality of images.
To highlight the contour for the detection of edges, and
sharpen the edges, image filters are used. A noise removal
filter is used to remove the noise which is present in the
images but it is a challenging task in medical imaging. Some
techniques used for the detection of a brain tumor in MRI
images are as follows.

(A). Image processing (IP)
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IP is a technique used for converting a physical
image into a digital format by applying various operations to
it[7]. It also improves the visualization of the images by
applying sharpening contrast to the images so that objects can
be identified easily from these images. Simply IP is a process
used for adding new features to the old ones for the
improvement of the images[8]. IP within the world of medical
sciences plays a crucial role in the diagnosis of the disease. It
helps in diagnosing or visualizing the disease within the
interior parts without much complexity[8]. The image is made
up of collections of pixels. Pixels can be of the same type or
different, each pixel is connected to another pixel and form an
image[9]. If these images have bluish pixels or visually are
removed then, IP is used for renewing the images.

(B).Image segmentation Techniques

Image segmentation is part of DIG. It plays an
important role in the phases of digital image processing[10].
Selecting a particular part from the image by the region of
interest and then dividing the particular part into sub-parts
with common pixels, color, or intensity regions is known as
image segmentation[11]. It is mostly used in the recognition
part of the image so that it can detect the object easily. It is
mostly usedfor detection purposes at a particular part within
the image.Table 1 showlmage segmentation is done by using
various method and some of which is listed below.

(C). Wavelets Transforms

Wavelets transform is the mathematical function that
is used for calculating the frequency of the signal concerning
time. Wavelet transforms play an important role in IP
techniques such as image encoding, decryption, restoration,
and the enhancement of an image. It enhanced images by
applying contrast to the image, so the image visually becomes
clear. Nowadays wavelet transforms techniques are mostly
used in medical fields in imaging like ECG, EEG, EMG
signals, etc.

Table 2 show Image transforms is done by using various
method and some of which is listed below.

(D). Image Filtering

Image filtering is an advanced technology that is
mostly used in IP.It is the part of image processing that
providesthe filtering properties in the images[12]. Filtering is
mostly used in cinema industries for clear visualization in the
video, films, etc. Nowadays, in advanced technology filters
are used in many areas but in the medical sector filter
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applications provide usefulness to doctors for clear

visualization of diseases in

Table 1: Different Segmentation Methods.

Sr. Ref No METHODS DESCRIPTION
No.
1. [10] Region growing FRsgion srowing iz a simpls region-based
segmentation. image segmentationmethod. It involves the
selaction of initial seed points.
1. [11] Clustering-bazed Clustering is a sat of data with similar
segmentation. charactaristics. In dividing the data into
eroups similar objects ars usad in a similar
eroup and dissimilar data in another group.
3. [13]  Thresholding Thresholding is one of the frequently used
segmentation methods for image segmentation. This
method is effective forimages with differant
intensities.
4. [11] Edge detection-based Edss sesgmentstion is mostly unsed for
segmentation enhancing the imags's object from its adges.
5 [3] Watershed segmentation Water sagmentation iz usad in imagss to
segment the overall ragions with the sams
pixels in the images.
8. [I1] | Resion splitting and Inthis methed, theimage is splitinto various
merging regions depanding on someacriteria, and then
it is mergad.
T [6] Deep learning-based Itis asimpla approach, whichalways axtrmets

segmentation the information from the hiddsn laver for the

segmsantations.

imaging. This technique makes the biomedical fields more
advanced for identifying the diseases like tumors.Quality is an
important concern in imaging by which diseases can be
visualized properly.Medical images are affected by noise and
its degradation to a greater extent.Different types of noise are
present in an image e.g.salt and pepper noise, impulse noise,
Gaussian noise, etc.De-noising is done by using appropriate
filters.Table 3 shows the various types of filters used in
images.

www.ijsart.com



IJSART - Volume 8 Issue 11 — NOVEMBER 2022

Table 2: Various Transforms in IP

ter t is usad to
ramoval of noise from the MREI imagss.

msaan valus us or

(&)

[18] | Geussian filter | It is ussd to removs the Geussisn noise from the

imagss.

3. [19] | Linear filter It is also used for the removal of noise but linear
filtars ars not sufficiant for snhancement when noise
lawvels ara too high.

4 [17] | Wainar Filtar | Wainar Filter is optimal for Maan Squars Errors

(WF) (MSE) and DE blurring.
The limitation of tha WainarFiltar is that it givas poor
performance fortha larps noisawhichis overcoms by
the Wawvslst Filtar.

=, [20] | Wavelst Filtar | Wawalat filtars are usad forneise ramovalbut have the
adwvantags of the removal of large noise from images.

6. [18] | Median filter Median filters are used for noiss remeval which
provides an aecurmts result as comparad to the mean
filtars.

The madian filtaris much battar at praserving sharp
adgas than tha mean filtar.

7. [20] | Anisotropic Am anisotropicfilter is appliad for neise raduetionand

filter to make the image suitabls for extracting faaturas.

8 [8] | Hybrid filter It iz used for noiss removal withn the imagss . Itis the
combinad faaturs with the median filtar and Weinar
Filtar.

) [4] | Morphological | It is also used for the removal of neises in images

filter. which provides accurate results as comparad to the

abowe filtars. It also providass dilation and srosion
operations.

I11. LITERATURE REVIEW

In this section, we will discuss the related works
which have already been done by different authors for the

Table 3: Various Filters Used in Image Processing for
Removal of Noises.

Sr. Ref TRANSFORM DESCRIPTION
No. No. METHODS
1. [14] Gabor Wavelet Gabor wavelets transform (GWT) is used in image

Transform procassing which isusad for adge datection, comer

dataction, and blob datection.

(&)

AFouriar transform (FI) is a mathematical
transform that is used to decompose functions
concarning spacs and time.

[13]  Fourier Transform

T [16] Haar Transform Ttis the oldestandmost simple wavelst transform
which is used in imags processing to anslvze the
imaga resolution.
4. [16] Dapbechies Transform Dawbachiss transform (DT) is the most popular
transform it is the foundation of wavelet-based
multidimansional signal processing.
5 [15] Marlet and Symlet Bothhave symmetricin shaps and have no scaling
Tranzform functions.

[ [14]  Gray-level Transform Itisalso used in imaes processing which has alawel
(GLEM) from 0 to 255.

7. [I3]  Discrete Cosine The Discrate Cosine Transform (DCT) halps
Tranzsform separats the imags into parts of spectl sub-bands

of differing importance for the image’s visual
quality.

Identification and detection of brain tumors. We look
at different imaging used in medical fields for the diagnosis of
diseases, IP techniques are used in digital imaging for the
improvement of visualization, image segmentation techniques
are used for the detection of tumors or diseases at a particular
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location, and MLalgorithms and deep learning techniques are
used with their accuracy, also different classifiers are used for
the classification of brain tumors i.e. benign and malignant.

PriyankaModiya et al.[21] Conventional Neural Network
(CNN) model is developed for brain tumor detection using
transfer learning (TL) with dimensionality reduction method
(DRM) with or without Principal Component Analysis (PCA)
is used to classify MRI brain images as normal, Benign, and
Malignant. The KAGGLE brain tumor detection dataset,
which contains 3000 MRI normal and abnormal images was
used to test the model with the help of python language, and
kernel filters are used for enhancing or smoothening the MRI
images. A comparative analysis of CNN models such as
EfficientNet-B7 and VGG-16 is done. EfficientNet-B7
provides better accuracy with a PCA of 80.00%.

Yurong Guan et al.[22] presented a brain tumor classification
model which is based on high accuracy and low complexity.
The IP techniques are used in MRI images for the
classification of tumors such as meningioma, Glioma, and
Pituitary. The MRI images 3064 are collected from 223
patients during 2005-2010 from two different state-owned
hospitals in Guangzhou and Tianjin, China datasets are used
for testing purposes in Mat Lab. The result shows that Glioma
tumors achieved the highest accuracy 99.66% with a similar
dataset.

Sunita M. Kulkarni et al. [23]presented a comparative
analysis of the DL techniques which is based on CNN such as
Alex Net, VGG-16, ResNet18, Res Net 50, and Google Net
for the classification of brain tumors such asBenignand
Malignant tumors. The datasets are collected from the
Hospital with 200 total images for testing in MatLab2019a.
After analyzing the result, the author found that the Alex Net
technique provides the best result as comparedto the others
with an accuracy of 0.937, recall of 1, and F- the measure of
0.96774.

ParthaSutradhar et al.[24] proposed a hybrid model based
on ML and DL techniques such as SVM, KNN, RF,
EfficientNet-B3, ResNet-150v2, Inception ResNetv2, and
VGG-16 in MRI images for the classification of tumors such
as Pituitary, Glioma, Meningioma, and no tumor. The datasets
are collected from Kaggle datasets with 3264 MRI brain tumor
images At last, the experimental result showed that the DL
CNN model i.e. EfficientNet-B3 performed better result with
98.16% accuracy as compared to the others.

ChetanaSrinivas et al [25] presented the comparative
performance analysis of TL approaches such as VGG-16,
Inception-v3, and ResNet-50 for the detection of brain tumors
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as benign and malignant tumors. The datasets are collected
from Kaggle with 233 MRI images of which 158 images are
benign and 98 images are malignantly used for testing the
model in python language. The experimental result showed
that VGG-16 provides the best result with 0.94 accuracies.

Anil Kumar Mandle et al.[26] proposed a model for brain
tumor detection in MRI images using ML techniques such as
K-means clustering used for segmentation and Kernel-based
support vector machine (K-SVM) used for classification
purposes. The datasets are collected from brat’s datasets using
160 MRI images, consisting of 20 normal and 140 abnormal
images used for testing the model in Mat Lab. After analysis,
the experimental result showed that K-SVM has 98.75% of
accuracy, 95.43% precision, and 97.65% recall.

Abhishek Anil et al.[27] proposed a model for the detection
of brain tumors using TL techniques such as Alex Net, VGG-
16, and VGG-19 using the Mat Lab 2018. The MRI images
are collected from OASIS and Brats 2018 datasets more than
20000 images are selected where 80% of images are for
training and the remaining 20% for testing purposes and
features are extracted by using the CNN algorithm. After
analyzing the performance, the author found that VGG-19 has
the best detection accuracy with 95.78%.

SamiaMushtagq et al.[28] presented a comparative analysis of
ANN and CNN with MRI images for brain tumor detection
using Python with TensorFlow. The datasets are collected
from Brats 2020 images with 1060 tumorous images and 960
non-tumorous images. Features are extracted from SVM, RF,
and K-means. After analyzing the model, the author found that
CNN has 88.70% accuracy as compared to ANN with 68.7%.

Deepa P L et al.[29] presented a comparative analysis of TL
techniques such as ResNet-50, Res Net- 101, and Res Net-
152 for brain tumor detection using Mat lab 2020b. The MRI
images are collected from the Brats 2017 and OASIS data sets
with 11722 total images collected from where 3250 are normal
images and 8472 are tumor images. After analyzing the
performance, the author found that Res Net- 152 gives the
highest accuracy with 93.8%.

Priya K. Chiwande et al.[30] proposed a model for the
classification of brain tumors i.e. Benign and Malignant
tumors. Different classifiers are used for classification such as
KNN and SVM. In their study, the author collected two
different types of datasets one from the clinical database
251.Second from Brats 2012 with 80 images for testing used
in python language. After evaluating the algorithms, the
author found that the SVM classifier achieved the highest
accuracy of 96% as compared to KNN with 86%.
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Leonie Lampe et al. [31] presented a comparative analysis of
the ML algorithms such as SVM, RF, Gradient boosting, and
Deep feed-forward neural network (D-FFNN) for MRI images
using the Project repository dataset. LIME methods are used
for feature extraction in MRI images. After analysis, the
author found that a D-FFNN is the best method for MRI
images for tumor detection.

IV. COMPARATIVE STUDY

The comparative study describes the analysis of thedifferent
techniques for the detection of brain tumors.
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Table 4: Comparative Analysis of different ML and DL Techniques for brain tumor detection

[17] | 2022 | EAGGLE nvalution PCA DL writh CHMN with EfficientMNet-B7 and ViEE-146 o 2t- w1
Eemel BO00%.

[18] | 2021 | Hospital | Optimalomwast | Eficient Nat | BI Classibicanonsnch as meminaiams, GLIOMA, | GLIOMA with 89 66%.

[19] | 2021 | Hospitzl | Median, CHMN TL techniqnes such a5 Alsx Met, VG146, Beshial, | Alex Net provides am
Anisatrapic Rizs Met 50, and Gaoogls Net acouracy of 0937,

[24] | 2021 | EAGCLE | Shampen, S0BEL. | CNN MT. and DL techniqnes such as SVALENHN, EF, | Efficientet B3 performed
Emhoss, and EfficizniNzt B3, FasMet-1 30v2, Incaption FasMand, | better results with 28.16%
COmnilins and ViGG-146 Eamileanly

[25] | 2022 | EAGEE | Convolution CHMN TL approzches such 3s W18, Incaption-v3, and | VizG-16 providss am
Eemsl RzsMet-50 aoougacy of 0 94,

[26] | 2022 | Brats Mladizn filters DWTand PCA | E-means chisiering and Kemd-besed Smppont Voo | E-5WAL has 9873%: of

Machins BOCULACY.

[27] | 2019 | Brats Convoluton DL netororks | IL technigues such as Aldex Net, ViGG-14,ad WGG&- | WVG-19 has the best
Eamsl 12 aconfacy with 95 78%

[2B] | 2021 | Brats ML ML technignes such as AMN and CHNN. NI has me best acouracy

writh BE.70%.

[29] | 2021 | Beats Stochastic F=sMet-50, FsMet 10], and FesMet-152 forbrain | Fest Met-153 i mom=

2017 sradisnt tamar detaction. efficient with 93.8%.
descent
mmentm
aptimization
[30] | 2021 | Beats Medizm filters GLCM EWVAL and ENN Clzssifizrs zre used for the | SVALhas the best zoonracy
classification of BT. of 86%.
[311 | 2022 | Hospital LIME EWVAL FF, GB. and Desp Farward NI are usad for | DN is the best methad
BT.

[32] | 2021 | EAGCLE | Gaussizn GEussiam NI and DL echmiqnes Marvs Bayer, 5WVAL BEandom | CWNW  has  the hignest
Blusring, Blugring, Fagest, and CHN. aoouracy 2t 98 11%
comtour, CNM | THRESHOLLI
kemal NG, contonr.

[33] | 2021 EAGEE | Convalution CHNN IL tachmiqnes such 25 Alex Net, VGG-0, and | ResNet-30 perfonms better.

and Brats | Eemsal BasMet-50.

[34] | 2021 | Brats ViEE-19 ENN classifier, Logistic repression, and Nengs] | Logistic regression and

Matwark classifisr nzofal natwarks sive the
best acouracy

351 | 2022 | Drifferent CHNH CHNH appmadi= Alex Fat, vggld, Google Mat, I | The  Hybrd — model

data 5213 Wet, and Capsnle Mat with SWAL performad bettar with 983
BCOWIACY.

[36] | 2021 | EAGEE | Data CNH EM, ETL EAI-IT, BMI-IIT, and ED-ET da@setsare | BTI and BD-BT datzsets
M Smentation nsad with CNN. provides 100%

371 | 2022 | Hospitzl | Eemsl plus | OORL  ELAL | Rlultilayver perception, JEE, Rletz bagging and | MLF has the highest
S0BEL plos | and Gradient | Fandom Fogest aoougacy with 98 30%.
Low-pass filters | Fazturs.

[38] | 2017 | DICOM | Adaptive GLCM  and | ANFIS, BP.ENN, and SVM classifisr The ZWAL classifier is betiar
Contrast Etatistics with 86.51% acongacy.

fezturs

[38] | 2017 |DICOM | Adaptive GLCM  and | ANFIS, BF, ENN, and VM classifier. The SV classifier iz hetier
Contrast Statistics with 96.51% aconracy.

fzaturs
[39] | 2021 | Brats Madizn filters Statistical HE, SWVAL ENN, MM, T48, and Ensemhle alsorithers. | Ensamble provides the best
[#01 | 2021 | BD15 Gaussizn DWT DPerfarmance 45 measned by diffeent desas som a | Brats 2017 and Brats 2019
BD17, intensity Brats2015, Brars2017, and Brats 2019 datasets. | perform benter
and BD)4

[#11 | 2021 | EDIE, Homomarphism | Inceptionvs Wavelet fler, inceptionvs madsl, YOLOw2- [ YOLOZ and inceptianvs
BD%, wavelat filer madel  with | incsptioms3 model and seemaned bed on EAPUR | achisved srastar pradiction
and BO2) NEGA. SNty with an aconracy af 0 98,

[#2] | 2020 | Hospital | Hybnd-madian | GLEM SWVM, ENN, NB and ens=mbls ENN-5WVAL Ensemble EMMN-EVA zives
filter better performance with

473%.
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different techniques for the detection of brain tumors.A
literature review is conducted so that we can enhance the
knowledge about existing research work. Table 4 shows that
Many Researchers use DL and ML techniques for the
detection of brain tumors from MRI images. These images are
collected from different datasetssuch as KAGGLE, BRATS,
clinics, Hospitals, etc. used to predict the tumor and also
analyze the performance of these datasets. Feature extraction
is also enhanced from these literature reviews so that we can
find the best feature extraction algorithms for brain tumor
detection from a computer-aided model (CAM).Researchers
mainly used DL and ML techniques for comparison, from
these comparisons we can find the best algorithms which work
with efficient time and also provide an accurate result.
Different classifiers are also used which are based on a neural
networks such as ANN and CNN. The CNN classifier
provides an accurate result. Establishing an automated CAM,
can help doctors for making decisions faster and provide the
best diagnosis for early tumor detection, and it can also save
the lives of people with early detection of brain tumors.

V. CONCLUSION

Brain tumors are very invasive diseases that require
many methods and time for curing from this dangerous
disease. It also leads the patients to death. This research aims
to present a detailed review and comparative study of existing
ML and DL techniques used in the existing papers for the
detection of brain tumors. A Survey on different techniques
used for brain tumor detectionanda comparative analysis is
conducted on these techniques which help in selecting the best
approach for prediction purposes in the future. In the literature
review, it has been observed that the selection of appropriate
techniques improves the performance of the model and the
accuracy of any model which is dependent on the good dataset
and algorithms. Data preprocessing play an important role in
the detection of disease. The existing papers show that the
MATLAB tool is mostly used for experimental purposes.
Many scholars used the BRAT dataset. After reviewing the
literature, we found that CNN algorithms show the highest
accuracy.

VI. FUTURE SCOPE

In the future, we can use the best feature selection
and classification techniques for brain tumor detection with
the proper algorithms and appropriate datasets and can
establish an appropriate model for the early detection of brain
tumor diseases with efficient functionalities. So in the medical
field, it can be useful for doctors to predict the tumor easily
and efficiently and make the patient's life more prominent by
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controlling and managing the tumor at an easy stage with
lesser time.
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