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Abstract- The information mining-as-a service model. This 

service becomes popular choice among various kind of 

companies. This service is the cost effective, secure, time 

efficient and reliable. The various organizations does not have 

mining abilities, therefore they can outsource their mining 

need on cloud server. But the association rules and item sets 

of database are the private properties of organization. It 

suffers from the problems of security and authorization. This 

paper focused on the problem of accurate association rule 

mining over outsourced database with achieving the security 

and privacy of data. This paper focused on the problem of 

accurate association rule mining over outsourced database 

with achieving the security and privacy of data. To enhance 

security for the data cryptographic encryption techniques is 

used. 

 

I. INTRODUCTION 

 

 Data mining is the process of analyzing hidden 

patterns of data according to different perspectives for 

categorization into useful information, which is collected and 

assembled in common areas, such as data warehouses, for 

efficient analysis, data mining algorithms, facilitating business 

decision making and other information requirements to 

ultimately cut costs and increase revenue. Data mining is also 

known as data discovery and knowledge discovery. The major 

steps involved in a data mining process are 

 

 Extract, transform and load data into a data 

warehouse 

 Store and manage data in a multidimensional 

databases 

 Provide data access to business analysts using 

application software 

 Present analyzed data in easily understandable forms, 

such as graphs. 

 

Data mining involves exploring and analyzing large 

blocks of information to glean meaningful patterns and trends. 

It can be used in a variety of ways, such as database 

marketing, credit risk management, fraud detection, spam 

Email filtering, or even to discern the sentiment or opinion of 

users.   

  

KEY TAKEAWAYS 

 

 Data mining is the process of analyzing a large batch 

of information to discern trends and patterns. 

 Data mining can be used by corporations for 

everything from learning about what customers are 

interested in or want to buy to fraud detection and 

spam filtering. 

 Data mining programs break down patterns and 

connections in data based on what information users 

request or provide. 

     

The data mining process breaks down into five steps. 

First, organizations collect data and load it into their data 

warehouses. Next, they store and manage the data, either on 

in-house servers or the cloud. Business analysts, management 

teams and information technology professionals access the 

data and determine how they want to organize it. Then, 

application software sorts the data based on the user's results, 

and finally, the end-user presents the data in an easy-to-share 

format, such as a graph or table. 

 

Organization 

 

The remainder of this paper is organized as follows. 

Section2 introduces related works. Section 3 briefly presents 

the system analysis. Section 4 describes the system 

architecture. Section 5 is the conclusion.  

 

II. RELATED WORK 

 

Privacy-preserving Association Rule Mining and 

Frequent Itemset Mining on Vertically Partitioned Databases. 

In [9], the first work to identify and address privacy issues in 

vertically partitioned databases, a secure scalar product 

protocol is presented and used to build a privacy-preserving 

frequent itemset mining solution. Association rules can then 

be found given frequent itemsets and their supports. 

 

https://www.investopedia.com/articles/basics/03/053003.asp
https://www.investopedia.com/financial-edge/0512/the-most-common-types-of-consumer-fraud.aspx
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The most relevant work is the privacy-preserving 

association rule mining solution presented in [11]. In this 

solution, a data owner known as the master is responsible for 

the mining. The other data owners (known as slaves) insert 

fictitious transactions to their respective datasets, and send the 

datasets to the master. Each data owner will also send his set 

of real transactions’ IDs to a semi-trusted third-party server. 

Privacy-preserving data mining (PPDM) (either perturbation 

or secure multi-party computation (SMC) based approach) 

cannot solve the DMED problem. Perturbed data do not 

possess semantic security, so data perturbation techniques 

cannot be used to encrypt highly sensitive data. Also the 

perturbed data do not produce very accurate data mining 

results. Secure multi-party computation based approach 

assumes data are distributed and not encrypted at each 

participating party. In addition, many intermediate 

computations are performed based on non-encrypted data. As 

a result, in this paper, we proposed novel methods to 

effectively solve the DMED problem assuming that the 

encrypted data are outsourced to a cloud. Specifically, we 

focus on the classification problem since it is one of the most 

common data mining tasks. Because each classification 

technique has their own advantage, to be concrete, this paper 

concentrates on executing the k-nearest neighbor classification 

method over encrypted data in the cloud computing 

environment. 

 

III. SYSTEM ANALYSIS 

 

PROPOSED SYSTEM: 

 

In this paper, we propose a cloud-aided privacy-

preserving frequent itemset mining solution for vertically 

partitioned databases, which is then used to build a privacy-

preserving association rule mining solution. Both solutions are 

designed for applications where data owners have a high level 

of privacy requirement. The solutions are also suitable for data 

owners looking to outsource data storage. Here, a secure k-NN 

classifier works over semantically secure encrypted data. Once 

the encrypted data are outsourced to the cloud, the user does 

not participate in any computations Therefore, each of the 

businesses (i.e. data owners) will own some transaction 

partitions in the joint database. However, these businesses 

may not wish to disclose such data, which include trade 

secrets (e.g. there may be other competing businesses sharing 

the same joint database) and customer privacy (e.g. due to 

regulations in existing privacy regime). Therefore, a privacy-

preserving mining solution must be applied.  

 

 

 

 

IV. SYSTEM ARCHITECTURE 

 

 
Fig.  System Architecture 

 

The steps involved in this process are given below: 

 

 Data Owner 

 Query Processing over Encrypted Data, 

 Association Rule and Apriori Algorithm, 

 Encryption and Decryption module, 

 Verifier 

 

Data Owner 

 

In this module, privacy preserving data mining has 

considered two related settings. One, in which the data owner 

and the data miner are two different entities, and another, in 

which the data is distributed among several parties who aim to 

jointly perform data mining on the united corpus of data that 

they hold.  

 

Query Processing over Encrypted Data: 

 

Various techniques related to query processing over 

encrypted data have been proposed. However, we observe that  

is a more complex problem than the execution of simple 

queries over encrypted data. For one, the intermediate in the 

classification process, should not be disclosed to the cloud or 

any users. We emphasize that the recent method in reveals to 

the user. 

 

Association Rule: 

 

Association rules are if/then statements that help 

uncover relationships between seemingly unrelated data in a 

relational database or other information repository. An 

example of an association rule would be "If a customer buys a 

dozen eggs, he is 80% likely to also purchase milk." 

 

Apriori Algorithm: 

 

Apriori is designed to operate on databases 

containing transactions. The purpose of the Apriori Algorithm 

http://searchsqlserver.techtarget.com/definition/relational-database
http://en.wikipedia.org/wiki/Database
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is to find associations between different sets of data. It is 

sometimes referred to as "Market Basket Analysis". Each set 

of data has a number of items and is called a transaction. The 

output of Apriori is sets of rules that tell us how often items 

are contained in sets of data. 

 

Encryption Module: 

 

Encryption is a process which transforms the original 

information into an unrecognizable form. This new form of 

the message is entirely different from the original message. 

That's why a hacker is not able to read the data as senders use 

an encryption algorithm. Encryption is usually done using key 

algorithms. 

 

Data is encrypted to make it safe from stealing. 

However, many known companies also encrypt data to keep 

their trade secret from their competitors. 

 

Decryption Module: 

 

Decryption is a process of converting encoded/encrypted data 

in a form that is readable and understood by a human or a 

computer. This method is performed by un-encrypting the text 

manually or by using keys used to encrypt the original data. 

 

Process 

  

1. Key generation algorithm The key generation 

algorithm KeyGen() is a probabilistic algorithm, 

which takes a security parameter λ as input and 

outputs a secret key. 

2. Encryption algorithm The encryption algorithm E() is 

a probabilistic algorithm, which takes a secret key 

SK, a plaintext m ∈Fq and a parameter d as inputs. 

The algorithm outputs a cipher text c ← E(SK, m, d). 

T. 

3. The decryption algorithm D() is a deterministic 

algorithm, which takes a secret key SK, a cipher text 

c ∈Fp and the cipher text’s degree d as inputs. The 

algorithm outputs a plaintext m ← D(SK, c, d). 

4. Proposed Secure Outsourced Comparison Scheme-

The proposed secure comparison scheme is based on 

the symmetric homomorphism encryption scheme 

discussed in Section 

 

Equipment performance: 

 

In addition to equipment condition related data, 

variety of performance related data is available for each piece 

of mining equipment. This data is collected though fleet 

dispatch systems now used by a majority of surface mines and 

some underground mines. Alternatively, this data can be 

collected by on-board monitoring systems, an example being 

Caterpillar VIMS system discussed above. If installed on a 

mining truck the VIMS collects data on truck load size, truck 

speeds, and the like. It also calculates cycle times and other 

truck performance related data, and stores all for downloading 

or transmittal to mine databases 

 

V. CONCLUSION 

 

To protect user privacy, various privacy-preserving 

classification techniques have been proposed over the past 

decade. The existing techniques are not applicable to 

outsourced database environments where the data resides in 

encrypted form on a third-party server. This paper proposed a 

novel privacy-preserving data over encrypted data in the cloud 

with association rule . Our protocol protects the confidentiality 

of the data, user’s input query, and hides the data access 

patterns. We also evaluated the performance of our protocol 

under different parameter settings. 
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