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Abstract- Cloud computing can be thought of as a 
virtualization based approach for rendering various types of 
services to remote computers on demand. The services include 
software, hardware or even rendering platform for clients. 
Task Scheduling in Cloud based platforms is a critical task 
that is pivotal for load balancing for cloud computing 
applications. The task scheduling approaches are framed with 
an aim to optimize the latency and throughput of the system. 
The paper starts with the basics of cloud computing, the need 
for task scheduling and the salient parameters which are 
needed to evaluate the performance of the system. A survey of 
previous existing systems focusing on task scheduling for 
optimal load balancing have been analyzed with their salient 
characteristics. 
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I. INTRODUCTION 
 
 The heart of cloud computing lies in the fact that 
services can be accessed by clients from diverse and 
distributed servers. The remote machines or clients can access 
the services through the concept of virtualization in which the 
remote servers can be accessed by the machines using a virtual 
platform called the virtual machine (VM). [1] The virtual  
machine mimics the environment of the actual remote server 
on the local machine of  the client so as to render the requisite 
services. The major categories of services rendered by the 
cloud based platform are:[2],  
 
IaaS: It stands for infrastructure as a service. This is the kind 
of cloud service that enables the IT firms to rent the cloud 
resources from the cloud provider. The provider gives services 
of only the basic types.  
  

The virtual machine could be employed for the 
proper delivery of the IaaS. The resources pertaining to a 
proper infrastructure is of immense importance.[3] This cloud 
service helps with the correct utilization of the cloud tools and 
infrastructure to various business firms. 
 

PaaS: It stands for Platform as a Service. It is kind of a 
developer platform for developers. It is the form of cloud 
service that is provided as an entire platform for the 
development of any product or to support any service on cloud 
platform. PaaS not only has the provision of making a suitable 
environment for running and developing application but it also 
gives certain standard executable environment for any kind of 
development.  
 
SaaS: It refers to software as a service. Any kind of 
application or software service is directly made available to 
the intended customers and users. It provides software 
solutions and services in a direct manner through the use of 
cloud storage. It is a very optimal method that ensures that 
even when there is any problem in traditional storage space or 
someone is in a moving environment.[4] Then SaaS is a great 
and add greater amount of flexibility. 
 
Hybrid and Multi-Cloud Services: They are also now an 
important part of cloud landscape. Hybrid as the name 
suggests, is a mix of a multiple kind of cloud workloads. The 
infrastructure within the workloads may vary. Put together, 
they give rise to a complete cloud solution.[5],[6] On the other 
hand, a multi cloud service can refer to a hybrid service or also 
a single solution of cloud where the information is processed 
on multiple numbers of clouds. 
 

 
Fig.1 Types of Cloud Services with examples 

 
The above figure depicts the cloud service services 

with certain examples. 
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II. SCHELULING AND LOAD BALANCING 
 
The major challenge pertaining to the cloud resource 

management is the task scheduling among the cloud servers so 
as to optimize the latency and throughput. The empirical 
approaches along with their applications are given below:[7] 
 
2.1 Ant Colony Optimization 

 
This technique derives its name from practical ants 

which travel from their food sources to their colonization area. 
In this case, as the ant travels, its leaves behind pheromones 
which other ants can follow for later movements form food 
sources to the colony. The technique is typically useful for 
circumventing the limitations of centralized and distributed 
VM Migration using the agents for local monitoring. 

 
2.2 Particle Swarm Optimization (PSO) 

 
In this case, the model tries to emulate the behavior 

of particles in a group or swarm. Each particle has a 
characteristic position and location which keep updating with 
each passing iteration. The approach generally uses virtual 
machine based cloud load balancing.  
 
2.3 Genetic Algorithm 

 
In this approach, every chromosome is a 

representative of a plausible outcome which is again a 
function of the composite genes. The initial population is 
chosen arbitrarily. The applicability of the chromosome for 
modeling a suitable outcome is based on a mathematical 
parameter called the fitness function. On turning out to be 
successful in the fitness function test, subsequent mutation and 
cross over is designed to generate or produce new off springs 
of the chromosome.  
 
2.4 Artificial Bee Colony Optimization. 

 
The approach resembles the behavior of bees in a 

colony. The bee colony generally consist of three groups of 
bees i.e. Scouts, onlooker & employee. The employee is 
generally connective to a unity food source rather than an 
amalgamation of food sources.  The bees belonging to the 
employee group generally visit the food source only to reach 
the destination to mark a symbolic finding. The onlooker is 
responsible for inferring the food source. The scouts go for 
search of new food sources.  
 
2.5 Bat 

 

The bat algorithm tries to emulate the behavior of the 
bat in searching for the gap between the bat and the prey. The 
bat has the capability of modifying the position, location and 
velocity as per the conditions of the prey 
 

 

 
 

III. EVALUATION PARAMETERS 
 

It can be seen from table 2.1 that different approaches 
have their own pros and cons. However, to evaluate the 
performance of any approach, the following parameters are 
considered: 

 
1) Response Time 
2) Migration Rate 
3) Energy Saving 
4) Security 
5) Resource Utilization 
6) Throughput 
 

Often a tradeoff between parameters is seen in terms 
of the evaluation parameters leading to heuristic and meta-
heuristic approaches to be employed for optimized task 
scheduling and load balancing.  
 

IV. CONCLUSION 
 

It can concluded from previous discussions that that 
task scheduling is a critical parameter for the optimization of 
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resource utilization and load balancing. Often there is no clear 
choice for the approach to be used to attain the best values of 
the evaluation parameters. Hence a heuristic or meta-heuristic 
approach may be needed to solve the optimization problem in 
terms of the scheduling. The paper introduces the basics of the 
common approaches used along with their empirical 
derivatives. A comprehensive tabulation of the same helps in 
rendering insight into the approaches.  
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