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Abstract-Data mining is the extraction of useful knowledge 
from a large amount of data from different heterogeneous 
sources. Nowadays data is growing rapidly, and mining from 
these massive sets of data become the most complex task. The 
bigdata mining is the ability to extract information from large 
complex data due to its volume, velocity, verity, veracity and 
value. Uncovering of the huge amount of heterogeneous 
bigdata will maximize the knowledge in the target domain. So 
bigdata mining become one of the exciting opportunities 
today. The traditional data mining tools are not capable of 
handling large distributed data. Effective big data mining 
requires scalable and efficient solutions that are also useful to 
all kind of users. So the combination of efficient and user-
friendly data mining tools will provide a more effective and 
scalable bigdata data mining platform for users with all levels 
of expertise. 
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I. INTRODUCTION 
 
Recent years, it is noticed that there is a tremendous 

increase in human ability to collect data from different sensors 
and devices which are in different formats from independent 
or connected applications. This flooding of data has raised 
human capability to process, analyse, store and understand 
these huge datasets. For example, the data in Internet. The 
Google indexed web pages were around one million in 1998 
that is quickly reached 1 billion in 2000 that exceeded 1 
trillion in 2008 and go on. This expansion is accelerated by the 
social networking applications, such as Facebook, Twitter, etc. 
Big Data is “high-volume, high-velocity, and/or high variety 
information assets that require new forms of processing to 
enable enhanced decision making, insight discovery and 
process optimization” [1]. It has not only these three 
properties, but also have other two properties veracity and 
value. All these commonly known as 5 V’s. In practice, this 
term refer the datasets that are difficult to gather, process and 
find solutions for queries using on-hand data mining tools. 
The purpose of Big data mining is to go beyond the usual 
request-response processing, market basket analysis etc. but to 
design and implement very large scale parallel data mining 
algorithm. Unveiling the huge volume of interconnected 
heterogeneous big data has the potential to maximize our 
knowledge in the target domain. Scalable and efficient 

solutions are needed for effective big data mining. They 
should be accessible for users of different levels of expertise. 
The significant challenges facing, relating to the vast amount 
of data, includes challenges in (1) system capabilities (2) 
algorithmic design (3) business models. For efficient and 
scalable bigdata mining, the infrastructures provided by the 
distributed systems can be used. In a distributed environment, 
there will be a collection of hardware devices that can process 
large amount of data in a distributed fashion. That is, instead 
of one computer, variety of computers processes the huge 
volume of data as partitions. There are different types of 
bigdata mining tools and platforms for extracting useful 
information from the massive datasets. Hadoop [2] is the most 
widely used platform for distributed data processing. Hadoop 
is the open source implementation of Mapreduce. It is Java 
based programming framework introduced by Yahoo in 2005. 
It helps to process extremely large set of data in multiple 
different nodes in the distributed environment. Hadoop is a 
part of Apache project. Hadoop has mainly two parts: HDFS 
and Mapreduce. HDFS is Hadoop Distributed File System 
which is a disk-based file system that spans across the nodes 
of a distributed system. All the files stored in the HDFS are 
automatically divided  into blocks and distributed in the local 
disks of each node. The metadata of the blocks are also stored 
by HDFS. In Hadoop data is taken from disk and processed so 
that it is not efficient for the applications that often use 
iterations. Spark [3] is one of the most recent frameworks for 
distributed data processing that work with Hadoop. Apache 
Spark is a fast computing technology that can overcome the 
disadvantages of Hadoop. It can support applications with 
iterations. Spark increases the processing speed of data 
because it uses in-memory computation. Spark can do jobs 
within seconds that take hours in Hadoop. It is 40x faster than 
Hadoop. Spark supports main-memory caching and possesses 
a loop aware scheduler. These features enable users to deploy 
existing Hadoop application logic in Spark via its Scala API. 

 
Spark SQL is a part of Apache Spark framework for 

structured data processing. It allows to run SQL like queries in 
Spark. It is a powerful library to run data analytics even by the 
non-technical people in an organization. Weka [4] is one of 
the most popular and comprehensive data mining platforms 
with a user-friendly interface. One of the major properties of 
Weka is its portability since it is developed in java. So it can 
be run on any modern platforms. Weka has different kinds of 
user interfaces and most using one is explorer. Another 
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advantage of Weka is the easiness to use due to its graphical 
user interface. It also supports all type of data mining 
operations. The main disadvantage of Weka in case of bigdata 
is, Weka can support only sequential single node execution. 
So that the amount of data that can be processed is limited 
both by amount of memory in a single node and by sequential 
execution. RapidMiner [5] is another software platform that 
provides an integrated environment for both machine learning 
and data mining. It is used for business and commercial 
applications as well as for research, education, training, rapid 
prototyping, and application development. More than 1500 
data mining operators are present in RapidMiner. This can be 
used as a stand-alone application. It also provides efficient 
multi-layered data view. R [6] is a programming language and 
software environment for statistical analysis and graphical 
representation. The R language is widely used among 
statisticians and data miners. It is mostly used for developing 
statistical software and data analysis and is freely available 
under the GNU General Public License. It also provides a 
wide variety of statistical and graphical techniques. It is highly 
extensible for adding new techniques. But it can not be used 
for large data processing. Since there are issues in processing 
huge amount of data efficient and scalable methods should be 
generated. This include the combination of various tools of 
data mining and bigdata processing. 

 
II. LITERATURE REVIEW 

 
The data mining tools are combined to form efficient 

and high performance tools for bigdata mining. These tools 
provide better performance than individual tools but arise 
some inabilities while combining the tools. Mahout [9], a 
community-based Hadoop-related project, aims to provide 
scalable data mining algorithm. Its libraries do not provide a 
general framework for building algorithms. So that, quality of 
the provided solutions varies significantly that depending on 
the contributor expertise. That leads to a potential decrease in 
performance [10]. Mahout mainly focuses on implementing 
specific algorithms, rather than building execution models for 
algorithm methods. Radoop [11], is an extension of 
RapidMiner data mining tool with Hadoop. RapidMiner has a 
graphical user interface that is used to design work-flows 
which includes cleaning, loading, mining, and visualization 
tasks. Radoop provides easy-to-use operators to run the 
distributed process on Hadoop because eventhough Hadoop 
provides fault-tolerence and better performance, it’s 
functionalities can be only exploited by developers due to the 
lack of a user interface. Radoop scales well with increasing 
dataset size and number of nodes in the cluster. Radoop 
suffers from the same performance issues as Mahout. Ricardo 
[12], is the tool by merging the data mining tool R with 
distributive frameworks. This system uses declarative 

scripting language and Hadoop to execute R programs in 
parallel. This system uses R-syntax that is familiar with many 
analysts. But, due to the overhead produced by compiling the 
declarative scripts to low-level MapReduce jobs Ricardo 
suffers from long execution times. RABID [13], is the 
combination of R and distributive frameworks, especially 
Spark. It allows the R users to scale their works in distributive 
manner and still maintain compatibility of R. It uses the 
interface familiar to R users and 5x faster than Hadoop. But 
RABID suffers from performance and portability issues. 
SparkR [14], gives advantage to R users by providing a light-
weight front end to Spark system. The existing R packages can 
be executed in parallel on partitioned datasets and distributing 
R computations in to nodes. But this system requires the 
knowledge of statistical algorithms and basic knowledge of 
the RDD manipulation techniques. RHIPE [18], also aim to 
extend R for large scale distributed computations. Ris based 
on C programming language. Since the distributive 
frameworks like MapReduce are based on java, a bridging 
problem wil arise when combining the both. R-code is 
compiled to C-code which uses the Java Native Interface for 
execution that reduces portability. RHIPE requires the user to 
learn Mapreduce. The major problem in combining these data 
mining tools with distributive frameworks is the bridging 
overhead between java and other programming languages. 
This will lead to make a decision to select Weka to combine 
with distributive frameworks since Weka is also written in 
java and have an intuitive interface. Weka-Parallel [15], is a 
modification of Weka and it will allow to perform n-fold cross 
validations in parallel. Since it added parallelism with Weka, it 
provides a significant increase over original Weka and reduce 
the time taken to evaluate any datasets using any classifier. It 
cannot handle with large amount of data because bottleneck 
may occur. Weka4WS [16], framework extends Weka to 
support distributive processing in a grid environment. It uses 
emerging web services to execute tasks in remote servers but 
do not support parallelism. In this each server execute 
independent tasks in their own local data. Wegener et al. [19] 
introduced a novel system architecture for interactive GUI 
based data mining of large data algorithms. It merge Weka 
with Hadoop which combines the user-friendly interface of 
Weka and distributive processing capability of Hadoop. Since 
Hadoop is not supporting to iterative algorithms, this system 
also has an overhead on iterative algorithms. Distributed Weka 
Spark [4], is a recent framework obtained by combining 
usability of Weka with processing power of Spark. It is a 
bigdata mining tool that exploits the distributed power of 
Spark while remaining the interface of Weka. This system 
build on the top of Spark so that it provides fast in-memory 
computations and utilizes both parallel and distributive 
executions. It can also support to perform iterative algorithms. 
It is 4x faster, on average, than Hadoop. It is also more user 
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intractable. In Distributed Weka Spark the caching strategies 
are inefficient. 

 
III. CONCLUSION 

 
Nowadays, the information is growing rapidly due to 

explosion of technology. There will be data from different 
sources like internet, sensors, other devices etc. that is of 
different formats. These data should be managed and 
processed efficiently. The bigdata mining tools provide better 
performance today, but they are not much user-friendly. 
People who have the experience in data analytics can get the 
advantage. To make it more comfortable for non-technical 
users, the commonly using bigdata mining tools can be 
combined with tools that have more intuitive interface. So 
that, more efficient, scalable and user-friendly platforms can 
be build. It will provide better performance in processing 
bigdata than single tools. 
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