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Abstract-The Freeze-Tag Problem is a situation in which 
there is "n" number of robots;out of which n-1 ones are 
"snoozing" and one is "wakeful". Any wakeful robot can move 
and stir another robot by touching it. The objective is to 
minimize the time for awakening all the resting robots.In this 
work,genetic algorithm and dijikstra’s algorithm are 
implemented and compared to   the above problem. The goal 
is to limit the expected time to awaken all  the robots. 
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I. INTRODUCTION 
 

The Freeze-Tag Problem   problem seeks to find the 
fastest ordering to awaken a set of inactive nodes. Solutions 
are represented bydifferent awakening schedules, 
representations of this ordering, that describe how the work is 
completed in awakening all principals in the problem, be they 
robots or nodes on a network.  Previous research has tackled 
this problem primarily using greedy  choice strategies. These 
strategies are fairly good; there is certainly room to look into 
the varying factors of a solution and its creation in order to 
attain better results. This research set out to do this using 
Genetic Algorithms. To accomplish this, the algorithm treats 
solutions as chromosomes in a gene pool, testing their fitness 
and genetic viability compared to one another as well as 
providing means for genetic variation through recombination 
and mutation. This yields improved solutionsfrom the initial 
generation, and the algorithm processes many generations 
before returning a result. Using a Genetic Algorithm, here 
evaluated awakening schedules for the FTP and compared 
them to solutions given by greedy algorithms and a center-of-
mass algorithm. The next section describes the FTP in detail. 
The third section runs through the Genetic Algorithm as it 
applies to solving this problem, followed by this system and 
data. This research end remarks concerning potential 
improvements to Genetic Algorithms applied to the FTP 

 
II. PROBLEM DEFINITION 

 
The genetic algorithm , improve upon the awakening 

schedules of prior applications of the FTP. Due to its 
evolutionary processes and genetic recombination, the 

algorithm is able to make non-greedy decisions and arrive at a 
faster solution. Those schedules that are slower and, thus, 
undesirable are deemed unfit and fail to survive on to future 
generations. Also unlike greedy choice methods, the mutation 
phase allows for seemingly negative connections in the 
awakening schedule to be made that may potentially result in 
quicker overall solutions to the problem. The most essential 
portions of the genetic algorithm are the recombination and 
cross-over stage and the mutation stage. These evolutionary 
simulators are the driving force of increasing the fitness of a 
generation (the former) and aiding in the search throughout all 
neighborhoods instead of just one (the latter). Further 
improving upon these algorithms could result in even better 
solutions to the FTP. Perhaps better conditions for choosing 
how to construct a child schedule from two parents could be 
offered, or a smarter search through potential swaps within the 
mutation function could yield a more intelligent genetic 
alteration. Alterations to the population size of a generation or 
the conditions with which evolutionary simulation ends may 
also provide further improvements to solutions. Other 
optimizations should also increase the performance of the 
genetic algorithm. Such implementations, as their work on the 
TSP problem indicates, would narrow the gap between 
potential lower bounds to the FTP and the solutions given by a 
genetic algorithm. 
 

The Dijkstra’s algorithm, it is very comparable 
to Prim’s algorithm for minimum spanning tree. Like Prim’s 
MST, make a SPT (shortest path tree) with given resource as 
root. Keep two sets, one set contains vertices included in 
shortest path tree, and other set includes vertices not yet 
included in shortest path tree. At every step of the algorithm, 
find a highest point which is in the other set (set of not yet 
included) and has least distance from source. As a result, all 
the asleep robots at the same depth are awakened 
simultaneously through parallel awakening. 

 
III. PROPOSED WORK 

 
Genetic algorithms require that the initial generation 

be comprised of viable solutions to the problem toward which 
they are applied. Thus, with this initial generation of solutions 
(chromosomes), the evolutionary algorithms can simulate 
genetics as they work towards improvements of the N given 
solutions, the goal being to find a very good solution due to 
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evolution over generations. To this end, our algorithm needed 
a set of solutions to the FTP at the start. The initial generation 
was seeded with N awakening schedules given by such 
algorithms as the greedy-fixed, greedy-dynamic, or even 
random, unbalanced awakening schedules. Before our 
algorithm initiated its genetic process, these solutions were 
placed into the generation structure, a data type that contained 
an array of chromosomes. The chromosomes were arrays of n 
(n to reflect the n robots; N represents the number of solutions 
in a generation) nodes representing the awakening schedule. 
Each node represented a robot and contained the ID of the 
robot that awakened it, the make span of the awakening 
schedule from its position down, and the ID of the one or two 
robots awakened from this position (both the now awakened 
robot and its contact proceed from this position to awaken 
others). After the initial generation was created, the algorithm 
simulated the following steps in order to reach the best 
solution it can reach via improvements on the current 
generation: evaluation, fitness and selection, reproduction and 
cross-over, and mutation. The following is a basic outline of 
the steps of the algorithm:  

 
The GA quality originates from the certainly parallel 

hunt of the arrangement space that it performs by means of a 
populace of competitor arrangements and this populace is 
controlled in the simulation.A wellness work is utilized to 
assess people, and conceptive achievement shifts with 
wellness. A powerful GA portrayal (i.e., changing over an 
issue space into qualities) and significant wellness assessment 
are the keys of the accomplishment in GA applications. 
 

 

IV. RESULT AND ANALYSIS 
 

The MATLAB implementations in given bellow 

Selection process 
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Fitness value comparision chart: 
 

 
 

Time comparision chart: 
 

 

Genetic algorithm and dijikstra’s algorithm comparision      
chart: 

 
 

V. CONCLUSION 
 

In this implementation work, solving the freeze tag 
problem by using 22 nodes and  using  genetic algorithm and 
dijikstra’s algorithm.The genetic algorithm gives  better 
performance when compared to dijikstra’s algorithm.The 
genetic algorithm is reduces the minimizing  time and  
minimizing the fitness value.The genetic algorithm is well 
suited for Solving freeze tag problem . 

 
FUTURE WORK 

 
As a future work, different selection method and 

technique can be used to solve freeze tag  problems. 
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